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ABSTRACT

The use of word embeddings is an important NLP technique for extracting meaningful conclusions
from corpora of human text. One important question that has been raised about word embeddings is
the degree of gender bias learned from corpora. Bolukbasi et al. [1] proposed an important technique
for quantifying gender bias in word embeddings that, at its heart, is lexically based and relies on
sets of highly gendered word pairs (e.g., mother/father and madam/sir) and a list of professions
words (e.g., doctor and nurse). In this paper, we document problems that arise with this method to
quantify gender bias in diachronic corpora. Focusing on Arabic and Chinese corpora, in particular,
we document clear changes in profession words used over time and, somewhat surprisingly, even
changes in the simpler gendered defining set word pairs. We further document complications in
languages such as Arabic, where many words are highly polysemous/homonymous, especially female

professions words.
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1 Introduction

Natural Language Processing (NLP) plays a significant role in many powerful applications such as speech recognition,
text translation, and autocomplete and is at the heart of many critical automated decision systems making crucial

recommendations about our future world. Word embedding systems are widely used to represent text data as vectors
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and enable NLP computation. Systems such as Word2Vec [2]], GloVe [3]], and BERT [4] ingest large corpora of human

text and can be used to learn semantic and syntactic relationships between words.

At the same time, it has been demonstrated that these systems learn a wide variety of societal biases embedded in
human text including racial bias, gender bias, and religious bias [} |6]. In a widely cited paper, Bolukbasi et al. [[1]
demonstrated that a system trained with a corpora of Google News would complete the word comparison “man is
to computer programmer as woman is to what?” with the response “homemaker” suggesting an alarming level of
gender bias when used in tasks such as sorting resumes for computer programming jobs. Chen et al. [7]] extended
these techniques beyond English to eight other languages (Chinese, Spanish, Arabic, German, French, Farsi, Urdu, and
Wolof) and applied them to Wikipedia corpora in each of these languages. They documented persistent gender bias and

lack of representation in the modern NLP pipeline.

NLP research often uses large, modern datasets like Google News and Wikipedia. Developers of a wide variety of
NLP-based applications begin with large pre-trained models that are also based on large corpora of human text [8§]].
These pre-trained models also largely reflect the speech/writing of modern English speakers producing digital text.
The speech/writing of speakers of the more than 7,000 languages spoken worldwide is often under-represented [9].
Similarly, historical speech/writing is often under-represented despite the fact that historical speech/writing is often
considered foundational to cultural identity. Investments in multilingual NLP and processing of diachronic corpora are
essential if we want our NLP-based automated decision making systems to more widely reflect foundational cultural

norms and identity from around the world.

The inspiration for this paper was to re-examine Bolukbasi et al.’s [1] popular NLP-technique for quantifying gender
bias from the perspective of applying it to diachronic corpora in Arabic and Chinese. Specifically, Bolukbasi et al.’s [1]]
method begins with identifying a set of profession words and a set of highly gendered word pairs (defining set). In this
paper, we explore the degree to which these words might change over time. We document ways in which this method is

fundamentally fragile for diachronic corpora because of the way these sets of words would change over time.

In Section Q], for background, we elaborate on Bolukbasi et al. [1]] and Chen et al.’s [7]] multilingual extensions and
some other relevant related work. Section 3] describes our experience with two different diachronic Arabic corpora,
especially the impact on changes in profession set words over time. In Section[d] we discuss changes in some defining

set words in Chinese using the Google Ngram Viewer. We conclude and discuss future work in Section [3]

2 Background and Related Work

Bolukbasi et al. [1]] pioneered a method for quantifying the amount of gender bias learned in by word embedding
systems and many researchers have built on their techniques including Chen et al. [[7] who observed substantial hurdles
in extending the techniques beyond English. In this paper, we build on both Bolukbasi et al. [1] and Chen et al.’s [7]

work to examine additional hurdles that would arise when attempting to apply these techniques to diachronic corpora.
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Bolukbasi et al.’s [1]] original method is based on two sets of words. The first set (the defining set) consists of 10
highly gendered word pairs (she-he, daughter-son, her-his, mother-father, woman-man, gal-guy, Mary-John, girl-boy,
herself-himself, and female-male) and the second (profession set) consists of 327 profession words such as nurse,
teacher, writer, engineer, scientist, manager, driver, banker, musician, artist, and chef. They used the difference between
the defining set word pairs to define a gendered vector space and then evaluated the relationship of the profession words
relative to this gendered vector space. Ideally, profession words would not reflect a strong gender bias. However, in
practice, they often do. According to such a metric, the word doctor might be male biased or the word nurse female

biased based on how these words are used in the corpora from which the word embedding model was produced.

Bolukbasi et al. [[I] uses these two sets of words to compute a gender bias metric for each word and from there to
express the gender bias of a corpora. Specifically, each word is expressed as a vector by Word2Vec and then the center
of the vectors for each defining set pair is calculated. For example, to calculate the center of the definitional pair
woman/man, they average the vector for “woman” with the vector for “man”. Then, they calculate the distance of
each word in the definitional pair from the center by subtracting the center from each word in the pair (e.g., “woman” -
center). They then apply Principal Component Analysis (PCA) to the matrix of these distances. PCA is an approach that
compresses multiple dimensions into fewer dimensions, ideally in a way that the information within the original data is
not lost. Usually, the number of reduced dimensions is 1-3 as it allows for easier visualization of a dataset. Bolukbasi et
al. [[1] used the first eigenvalue from the PCA matrix (i.e. the one that is larger than the rest). Because the defining set
pairs were chosen to be highly gendered, they expected this dimension to be related primarily to gender and therefore
called it the gender direction or the g direction. Finally, the g direction is a vector, and there is a vector representing
each word. Therefore, they used cosine similarity between the vector for each word, w, and the g direction vector as the
measure of gender bias for that word. For a corpora or other collection of words, one can average the gender bias of
words contained in the corpora as a measure of gender bias in the corpora using the equation of Bolukbasi et al. [1]] for

the direct gender bias of an embedding:

_ 1

DirectBias. = 1y | cos(w, g)|°

| weN

where N is the given gender neutral words, and c is a parameter that determines the strictness in measuring gender bias.

Chen et al. [7]] extended the Bolukbasi et al.’s [[1]] method to eight languages besides English - Chinese, Spanish,
Arabic, German, French, Farsi, Urdu, and Wolof. In order to do so, they first made modifications to the defining set
to make it more translatable across the 9 languages. For example, they dropped pairs like she-he, her-his, gal-guy,
Mary-John, herself-himself, and femalemale because of problems in translation for some languages and adding pairs
like queen-king, wifehusband, and madam-sir. Second, they observed that the Bolukbasi et al.’s [1] method cannot be
applied directly to languages such as Spanish, Arabic, German, French, and Urdu that primarily use grammatically
gendered nouns (e.g., escritor/escritora in Spanish vs. writer in English). They solved this problem using a weighted
average of the number of occurrences of each variant of the professional word (male, female, or neutral) multiplied by

the gender bias score for that variant.
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In this work, we build on both Bolukbasi et al. [1] and Chen et al. [7] and focus on the unique challenges that arise
when applying these techniques to diachronic corpora. Specifically, we examined changes in both the profession set
and defining set over time in Arabic and Chinese. Certainly, professions have changed drastically over that amount of
time and so a method based on profession set words like Bolukbasi et al.’s method will have substantial challenges. We
explored this using corpora including a database of Arabic poems spanning 11 eras from the Pre-Islamic period (before
610) to modern day. While we saw less change over time in the usage of the simpler defining set words than in the
profession set words, we did observe some interesting changes in even the defining set words over time, especially in
Chinese. In the process of this work, we also documented further complications in languages such as Arabic, where

many words are highly polysemous/homonymous, especially female professions words.

Wevers [10] also used word embeddings to examine gender bias over time. They used a collection of Dutch Newspaper
articles spanning over four eras (1950-1990), training four embedding models per newspaper, one per era, using the
Gensim implementation of Word2Vec to demonstrate how word embeddings can be used to examine historical language
change. They observed clear differences in gender bias and changes within and between newspapers over time. Slight
shifting of bias was observed in some themes like shifting towards female bias in themes related to sexuality and
leisure (mostly seen in newspapers with religious background). Shifting towards male bias in themes related ‘money’,

‘grooming’, and negative emotions, especially in newspapers with a liberal background, was also observed.

Rudolph and Blei [[11] developed dynamic embeddings building on exponential family embeddings to capture the
language evolution or how the meanings of words change over time. They used three datasets of the U.S. Senate
speeches from 1858 to 2009, the history of computer science ACM abstracts from 1951 to 2014, and machine learning
papers on the ArXiv from 2007 to 2015. They demonstrated how words like Intelligence, Iraq, computer, Bush, data
change their meaning over time. They observed that the dynamic embeddings provided a better fit than classical
embeddings and captured interesting patterns about how language changes. For example, a word’s meaning can change

(e.g., computer); its dominant meaning can change (e.g., values); or its related subject matter can change (e.g., Iraq).

Xu et al. [[12] demonstrated the characterization of the semantic weights of subword units in the composition of word
meanings. They used a subword-incorporated or a word embedding model variant for the evaluation and revealed
interesting patterns change in multiple languages. Their training datasets consist of Wikimedia dumps for 6 Languages
(up until July 2017) consisting of Chinese and other Indo-European languages like English, French, German, and Italian.
The results revealed major differences in the long-term temporal patterns of semantic weights between Chinese and
five Indo-European languages. For example, in Chinese, the weights on subword units (characters) show a decreasing
trend, i.e., individual characters play less semantic roles in newer words than older ones whereas the opposite trend
was observed in other languages. Therefore, Chinese words are treated more as a whole semantic unit “synthetically”,
while words in Indo-European languages require more attention into the subword units “analytically”. These results
provide evidence towards word formations to the linguistic theories. For example, the notion of “word” in Chinese is

always changing: Modern Chinese has multiple characters as a whole semantic unit opposite to its older counterpart.
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Time Periods Number of Books Vocab Size Token Size
Books Before Islam 3 16,460 39,255
Books Before 1900 2,820 2,075,505 566,366,883
Books After 1900 773 1,335,027 136,870,579
Duplicate Books 11 - -

Unknown Books 2,931 - -

All Shamela’s Books 6,527 2,520,372 703,276,717

Table 1: Measurements of Shamela Library dataset in terms of the number of books, vocabulary size (unique words),
and token size (all words) for each time period. We did not train a GloVe model on the unknown books alone or the
duplicate books and therefore are not reporting vocab size and token size.

The semantic weight carried by a single character is decreasing over time. This is strong evidence in support of the

claim that Chinese has been evolving towards more detailed multisyllabic words from concise and monosyllabic words.

3 Changes in Arabic Over Time

Building on both Bolukbasi et al. [l1]] and Chen et al. [7], we consider how the sets of profession words required by the
Bolukbasi et al.’s method would need to change over time in Arabic. We begin by describing two diachronic datasets

that we used and how we processed these datasets, then we describe the changes in the profession word usage over time.

3.1 Datasets and Methodology

In this paper, we use two Arabic datasets: Shamela Library (&L} li._;(l\) that is released by Shamela Library
Foundation [13]], and Arabic Poem Comprehensive Dataset (APCD) by Yousef et al. [14]. Shamela Library is a free
project that collects thousands of Islamic religious and other related sciences books. APCD is a collection of Arabic
poems spanning 11 eras, from the Pre-Islamic (before 610) to the Modern age (1924 - Now). Arabic NLP researchers

commonly use these two datasets to study Arabic classics.

We processed the Shamela Library dataset version of 6,538 Arabic books (6,527 unique books after removing duplicates)
in Microsoft Word format (1997-2004)E] The books in this corpora were not labeled according to the publication dates.
Thus, to study the language change over time in the Arabic language, we further classified Shamela’s Arabic books into
three different time periods based either on their publication date or the authors’ date of death when publication date
was not available. We identified books written before Islam or before 610 (only three books), books written before 1900
(2,820 books), and books written on or after 1900 (773 books). We were not able to identify publication dates or the
authors’ dates of death of the remaining 2,931 books due to not having any; Table[I| summarizes some key attributes of

this dataset.

2We contribute the scripts we wrote to process these corpora and overcome several challenges with the data. For example, one
challenge we faced was correctly converting back and forth between the Arabic Windows-1256 to the Unicode (UTF-8) encoding
schemes. The Arabic books were written in an old version of Microsoft Word (1997-2004), which caused encoding scheme
conversion errors, resulting in unreadable characters by native Arabic speakers or even NLP tools. Scripts can be found here:
https://github.com/Clarkson-Accountability-Transparency/gBiasRoadblocks
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Eras Poetic Verses Vocab Size Token Size
Pre-Islamic (before 610) 21,907 60,082 204,450
Islamic (610-661) 2,942 12,388 24,461
Umayyad (661-750) 63,776 119,533 610,563
Between Umayyad and Abbasid 24,077 65,220 221,058
Abbasid (750-1258) 234,494 252,339 2,156,195
Andalusian (756-1269) 111,011 151,503 1,024,653
Fatimid (909-1171) 124,129 172,460 1,171,842
Ayyubid (1174-1252) 112,350 152,165 1,061,503
Mamluk (1250-1517) 164,780 198,748 1,550,669
Ottoman (1517-1924) 159,576 186,795 1,492,132
Modern (1924 - Now) 778,723 462,478 7,146,135
All APCD’s eras 1,797,765 736,576 16,663,658

Table 2: Measurements of Arabic Poem Comprehensive Dataset in terms of number of poetic verses, vocabulary size
(unique words), and token size (all words) for each era.

We also processed the APCD, an Arabic poetry dataset that is collected mainly from the Poetry Encyclopedia
(& =il &gl that is released by Abu Dhabi Department Poetry and Diwan (Hly; JY) [I5]. Unlike Shamela,
this dataset was already labeled by era, making it a good choice for studying language change over time. It has, before
preprocessing, approximately 1,831,770 poetic verses labeled by their meter, the poet’s name, and the era they were
written in. One drawback of this corpora is that it is relatively small. Table [2[ summarizes some key attributes of this

dataset.

We then produced a total of 16 GloVe models [3] from the three time periods of Shamela, the 11 eras of APCD, all
Shamela, and all APCDE] Each GloVe model is a context-independent model that produces a one-word vector (word
embedding) for each word even if that word appears in the context a few times unlike BERT and ELMo [4, [17]. Each
GloVe model provides vocabulary size, token size, and word vectors. It is important to note that before training GloVe
models, it was necessary to preprocess the two datasets using Linux/Unix command-line utilities like tr (for translating
or deleting characters), sed (for filtering and transforming text), iconv (for converting between encoding schemes),
and awk (for pattern scanning and language processing), along with CAMeL tools [18]], an open-source python toolkit

for Arabic NLP, to dediacritize the Arabic diacritical marks and remove unnecessary characters.

3.2 Modern and Historical Professions

We began with a consideration of how the profession sets used in Bolukbasi et al. [1]] and Chen et al. [7] would need to
change over time. First, we identified 50 modern profession words that we expect would simply not exist in the older
time periods/eras in Shamela and APCD datasetsE] For example, the profession of electrician would not have existed
before the advent of electricity. Second, we identified 50 historical profession words that we think exist in older time

periods/eras in Shamela and APCD datasets but which are much less common in modern times.

3Bolukbasi et al. [[I]] used Word2Vec to generate word embeddings, and in this paper, we chose GloVe instead because GloVe
performs better than Word2Vec in the Arabic language [16]. See[GloVe Models Properties|in Appendix A.

“The full list of the used defining set, modern profession set, and historical profession set words and their word counts, vocabulary
sizes, and word frequencies for all Shamela’s books and all APCD Arabic poems are listed inB, C, and D.
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As in Chen et al. [[7], we further categorized each word based on gender. In Arabic, most profession words have a
male variant and a female variant in which the spelling is changed slightly based on gender, for example female pilot
(b'J\_f_.\a) and male pilot ( Jl_f_lo). Linguistically, many professions that would be extremely uncommon for men or women
do have a male or female version of the word (e.g., it is rare for a woman to have the profession chamberlain/head of
staff (%\D’), but there is a female word for that profession). However, in some cases, either the male or female version
does not even exist linguistically (e.g., there is no male word of midwife (nd; @) profession). There are also more rare

neutral words, like musician ( JLa..w 90), that is used for both genders with no spelling changes.

In the APCD dataset, we found, as expected, that there are some modern professions that occur noticeably only in
the modern era of the Arabic poems, but do not appear at all in the previous historical eras, such as the male engineer
(u.,.gu.},:) that occurs 17 times, and the neutral profession of an electrician ( S\ 33’3 that occurs only four times in the
modern age, indicating that those modern professions are increasingly appear;ng in the modern age of the Arabic poems

and confirming that Arabic native speakers (i.e., Arabs) still use the poems as an effective way to document the Arabic

language changes over time.

On the other side of history, in the Shamela dataset, we found that a few historical professions frequently occur in
the time periods before 1900 but not significantly after 1900. Some professions reflect essential shifts in legality.
For example, one profession that is fortunately no longer legal or acceptable is male slaver (u«@:). Fortunately,
the male slaver profession appears much less often (only 12 times) in the time period after 1900, while it appears
unpleasantly 118 times before the 1900 time periods. As another example, male chamberlain/head of staff (%\5)
appears 9,518 before the 1900 time periods, but only appears 914 times in the time period after 1900, showing that this

male profession/position is on its way to extinction.

3.3 Polysemous/Homonymous Professions

The Arabic language is one of the most morphologically rich languages, with a high level of orthographic ambiguity,

causing native speakers to use the optional diacritical marks to differentiate between two words [19]E]

We noticed in the Shamela Library dataset that a few modern profession words change their connotations over time,
and many profession words have alternate meanings due to the Arabic’s orthographical ambiguity. We also found that
this was especially true of female profession words. For example, the word (A’.&jl\i) for female teacher also means
a school building (& J':\.Z), another word (3 j\;l;) for a female pilot also means an airplane (ZSJ'C_L). In all these cases,
this complicates the use of both word counts and word embeddings in tracking the relative uses of profession words

over time. One homonymous example is the female trader (TJ j‘i\f;) profession. The same word («J 5\3&2) also means

3In our preprocessing, we removed the optional diacritical marks as is generally recommended for Arabic NLP as a first step to
reducing some data sparsity [18]. Unfortunately, removing diacritical marks increases the orthographic ambiguity, but retaining them
would lead to a high degree of variance for the same word because the placement of diacritical marks varies with the grammatical
placement of the word in a sentence. It is a difficult tradeoff for Arabic NLP that other researchers are attempting to tackle with
advanced techniques, such as stemming and lemmatization (20} 21].

"English translations of the word clusters are automatically generated using Google Translator API that is included in the
deep-translator Python model (https://deep-translator.readthedocs.io).
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Word Clusters of Chosen Most Similar Words for the Modern Profession (Female Trader/4 slxic)
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Figure 1: a. A word cluster of chosen GloVe’s most similar words of the female profession trader (Sj j\.lii) in Shamela

Library dataset in the time period before 1900, demonstrating that its word cluster is including different words with
different meanings due to its homonymy. b. A word cluster of chosen GloVe’s most similar words of the female

profession trader (Zj j\lf;) in Shamela Library dataset in the time period after 1900, illustrating that a new related-trading

activity word joining the profession word cluster, (trade/ | 3‘:\5

common, famous, familiar, or circulating to describe a current news event. We see this alternate meaning dominate the
usage of the word, complicating any attempt to study the prevalence of females engaged in this profession. Interestingly,
we see evidence of change over time in the usage of this word. To investigate the semantic meaning of related words to
the trading activity, we studied GloVe’s most similar words (calculated based on the cosine similarity between two
word vectors) for this profession word in two time periods of the Shamela Library dataset: before 1900 and after 1900.
As shown in Figure , before 1900, none of most similar words reflect the trading profession word («J 5\:@.2). However,
in Figure , after 1900, we see a word related to trading activity (trade/ 5‘3.5) appear in the most similar words of
GloVe model. Thus, the connotation of the female trader (sd j\.lii) profession is changing over time to more often reflect

the actual profession of female trader (& j\lei) and not just the alternate meaning of current news events.

3.4 Illegal Professions

In the religion of Islam, some professions are forbidden, for example, all types of usury, and serving, selling, or
drinking alcohol. We examined a set of illegal/religiously forbidden profession words in Islam across the 11 ages of the
Arabic poems, such as male usurer ( 3 L’fa), female usurer (4u ‘ja), male bartender ( L}\..:,), and female bartender (;g'u).

Specifically, we closely focused on the diachronic semantic meaning change of the bartending profession words in the
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parallel eras of the APCD dataset. Interestingly, we found that bartending profession words in the early ages of the
Arabic poems like Pre-Islamic, Islamic, and Umayyad only point to providing water to people but not serving wine
even though the wine does exist. Those bartending profession words are polysemous and could carry other meanings
like the male bartender (3\.&) could have a meaning of the phrase ‘my leg’ (u'éL.:), while the female bartender (43Ls)

could have as well the meaning of ‘a water creek or an aqueduct’ (£3L3).

To thoroughly investigate the occurrence of those profession words regarding their correlation with water — the
allowed/halal drink, and the wine — the forbidden/haram drink in Islam, we manually analyzed the Arabic poems
of each age and decided whether that word occurrence is a water-related meaning, wine-related meaning, or other
unrelated meanings to both of the drinks. Figure[2p shows that the male bartender (déL&) profession word started to
appear in the Arabic poems as a profession of serving alcohol generally, wine exclusive":iy, as a symbol of love, passion,

and adoration for women from the age of between Umayyad and Abbasid until the Modern age.

One example of that is when the Abbasid Arabic poet, Abu Bakr Al-Sanobi ( ¢ 2 j,'..«a.” J<.: jj), said in his famous
poem, the Pole of Pleasure in the Descriptions of Wines ( }&\ Slo ;‘ S Us jw.\‘ e?): “O bartender of wine, do

\E

™

not forget us, O Goddess of Oud, spur singing (L&)l &= >eall &, Ly — Luid ¥ J.o.l‘ Sl lﬂ)." Another example
of that in another age, the Ottoman age, is for the Arabic poet, Abdul Ghani Al-Nabulsi ( d...l{\;ﬂ d'\_;J\ As), said in

this romantic poem, Bartender O Bartender ( j\...u L u'é\.w): "Bartender O bartender, Give me some of his remaining
wine (30} o & e bl — 3ls g 5L,

Similarly, in Figure , the female bartender (43\z) started to appear as a profession of serving wine from the age of
between Umayyad and Abbasid until the Modern age as same as the male bartender (L}L;) profession word, except
they did not appear in the two ages of Ayyubid and Ottoman. While the female and r;ale bartender (3L o L}\.&)
surprisingly appeared in correlation with wine in the Arabic poems despite its religious forbiddance, both of the:wo
profession words also refer to water-related words. For example, the female bartender (ig\.&) refers to the ‘water
creek or aqueduct.” One example to show that is when the Modern Arabic poet, Rashid Ayoub (o yj Al ), said

in his poem: “I sat in the meadow alone at the water creek, in which the water echoed the sound of my melodies",

O mss e M B Bl R ey 2ad 5 s

4 Changes in Chinese Over Time

Although our primary focus in this study has been on Arabic, we found interesting evidence of change over time in
Chinese as well. Classical Chinese (before 1900) uses a vocabulary and grammar that differs significantly from modern
Chinese. We were surprised to find evidence not just of changes in professions over time, but also changes in defining
set words. As we found in the diachronic corpora in Arabic, we expected changes in profession words over hundreds of
years, but thought that the more fundamental defining set words like woman/man, girl/boy and madam/sir would not

change substantially.
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a. Change of Semantic Meaning of Male Bartender (_$lw) Profession in APCD Dataset Across 11 Ages
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b. Change of Semantic Meaning of Female Bartender (a$lw) Profession in APCD Dataset Across 11 Ages
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Figure 2: a. A word count of the occurrence of the male bartender (u'é\.&) across the 11 ages of the Arabic poems in

the APCD dataset, showing the related meanings of the profession word like serving water, wine, or could be entirely
meaning something that entirely unrelated to the profession word’s meaning of serving drinks. b. A word count
of the occurrence of the female bartender (43Lz) across the 11 ages of the Arabic poems in the APCD dataset, showing

the related meanings like serving water, wine, or could be entirely meaning something that entirely unrelated to the
profession word’s meaning of serving drinks.

10
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Different Translations of Word ‘Woman’: “&ZF", “Z&Z N, and “{9%”
from Year 1500 to Year 2019 in Google Books Ngram Viewer
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Figure 3: A timeline of word frequencies of different translations of word *woman’: “Arp, “2z N7, and “@972” that
were found in multi-sources printed between 1500 and 2019 using Google Books Ngram Viewer.

In Chinese, the word ‘woman’ can be translated in many ways, including “Z ", “% A\, and “{9%”. The word “%
~F” was popularly used in ancient times, but its usage has decreased in modern writing. In Figure we used Google
Books Ngram Viewer to chart the word frequencies of the different translations of the word woman’: T I N7
and “%97%Z” found in sources printed between 1500 and 2019 in Google’s Books corpora in English, Chinese, French,
German, Hebrew, Italian, Russian, or Spanish [22]. This shows us that as languages evolve over time, defining sets, like

profession sets, may also have to evolve to measure gender bias using methods like the Bolukbasi et al.’s method [[1]].

Besides using Google Books Ngram Viewer, we also assembled a small collection of works that might be considered
“classics” in Chinese spanning the period 475 BC - 1992, for example 7] 23T (Records of the Grand Historian) by
Qian Sima, 7 £L. (Tales of Hulan River) by Hong Xiao, and 7£3& (The Analects). We found that roughly half of
the profession words used by Chen et al. [7] did not appear, and that also two of the defining set words “boy” and
“madam” used did not appear. Interestingly, Google Books Ngram Viewer showed that the word ‘madam’ was used
very frequently between 1905 and 1910, but our small classics corpora did not include texts written in that time period.
Again, these results indicate that as languages evolve over time, profession sets and even defining set words would have

to evolve to measure gender bias.

5 Conclusion and Future Work

In order for NLP to reflect the rich multilingual, multicultural, and historical heritage of human text, it is essential that
NLP techniques be extended beyond modern digital English text to multilingual and diachronic corpora. In this paper,
we have explored the challenges of applying an important technique for measuring the gender bias learned by word

embedding systems to diachronic corpora. We also have shown how techniques like those pioneered by Bolukbasi et al.

11
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[L] and extended by Chen et al. [7] have fundamental limitations when analyzing corpora spanning large periods of
time. We showed that their technique based on analyzing the gender bias of profession words would have difficulty
because professions change drastically over hundreds of years. Interestingly, we also documented changes in defining
and profession set words over time and also challenges with polysemous/homonymous profession words especially

female profession words in Arabic.

In this paper, we have focused mostly on identifying the problems with techniques applied successfully to measure
gender bias in modern corpora like Google News or Wikipedia. In the future work, we plan to focus more on modifying
profession sets and defining sets over time to overcome these problems. Our results indicate that as languages evolve

over time, defining sets and profession sets would have to evolve to measure gender bias.

In this study, we focused on Arabic and Chinese, but we would like to extend our work to more languages. Adding
an English corpora may be our next step. Although we like to actively focus on languages besides English, English
can serve as an important comparison point because so much of the modern NLP tool chain has been optimized for
English. We may be able to study the impact of changes in profession sets and defining sets over time with fewer
complicating factors. We would also like to experiment with different advanced Arabic NLP techniques like stemming
and lemmatization [20, 21]] and see how applying such techniques could improve the results and reduce Arabic’s
orthographical ambiguity or even other Arabic NLP-related current issues like correcting spelling errors, especially in

Arabic dialects, where there are no official orthography rules [23]].
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Appendices

Appendix A: GloVe Models Properties

Time Period/Era

Word Vectors Size

Training Parameters

Shamela Before Islam

Shamela Before 1900
Shamela After 1900

All Shamela

Pre-Islamic Era

Islamic Era

Umayyad Era
btw Umayyad & Abbasid

Abbasid Era

Andalusian Era

Fatimid Era
Ayyubid Era
Mamluk Era
Ottoman Era
Modern Era
All APCD

2.7MB

1.89
1.08

GB
GB

22GB
15.1 MB
1.3 MB
43 MB
15.4 MB

122.1

MB

68.5 MB
76.3 MB
69.3 MB
94.4 MB
88.6 MB

279.9
482.8

MB
MB

Learning Rate (-eta 0.5)
Training Iterations (-iter 20)
Weighting Function Cutoff (-x-max 10)
Number of Threads (-threads 8)

Weighting Function Exponent (-alpha 0.75)
Memory Limit in GB (-memory 8)
Number of Context Words (-window-size 15)
Minimum Word Count (-min-count 1)
Dimension of Word Vector (-vector-size 256)
Output Format (-binary 2)
Set Verbosity (-verbose 2)
Word Vector Output (-model 2)

Table Al: GloVe models properties: time period/era, word vectors size, and training parameters.

Appendix B: Defining Set Words

Before Islam Before 1900 After 1900 All Books
English (Arabic) Word WC VS WF wC VS WF wC VS WF wC VS WF
woman (51&\) 22 16460  0.00134 136198 2075505 0.06562 22861 1335027 0.01712 159081 2520372 0.06312
man (J?J) 16 16460 0.00097 410841 2075505 0.19795 58266 1335027 0.04364 469123 2520372 0.18613
daughter (&u) 12 16460  0.00073 30595 2075505 0.01474 4748 1335027 0.00356 35355 2520372 0.01403
son (Wg) 11 16460 0.00067 164806 2075505 0.07941 30992 1335027 0.02321 195809 2520372 0.07769
mother (ri) 32 16460  0.00194 378336 2075505 0.18229 80522 1335027 0.06031 458890 2520372 0.18207
father (gj) 16460 0 14068 2075505 0.00678 3147 1335027 0.00236 17215 2520372 0.00683
girl (L) 16460 000012 1524 2075505 0.00073 3384 1335027 0.00253 4910 2520372 0.00195
boy (d'é) 16460  0.00024 13738 2075505 0.00662 3413 1335027 0.00256 17155 2520372 0.00681
queen (iKLe) 16460 0 2287 2075505 0.0011 2547 1335027 0.00191 4834 2520372 0.00192
king (ele) 10 16460 0.00061 137141 2075505 0.06608 26987 1335027 0.02021 164138 2520372 0.06512
wife (&> 5 5) 1 16460 6.00E-05 15939 2075505 0.00768 4848 1335027 0.00363 20788 2520372 0.00825
husband (Cju') 2 16460  0.00012 39889 2075505 0.01922 5909 1335027 0.00443 45800 2520372 0.01817
madam (3 Aws) 0 16460 0 2433 2075505 0.00117 1512 1335027 0.00113 3945 2520372 0.00157
SIr (Aaww) 2 16460  0.00012 27450 2075505 0.01323 9885 1335027 0.0074 37337 2520372 0.01481
Table B1: Defining set words and their word count (WC), vocabulary size (VS), and word frequency (WF) for
Shamela’s books through the four-time periods (before Islam, before 1900, after 1900, and all Shamela).

60082

0.0007

2138 000016 42 119533 0.00035

0

000034 2

000101 101 151503

0.00067 90 172460

000052 112

281

198748 000141 383

186795 000205 1508

462476

000326

2839 736576 000385

Table B2:

Defining set words and their word count (WCQ), vocabulary size (VS), and word frequency (WF) for APCD’s

Arabic poems through the 12 eras starting from the Pre-Islamic era to the Modern era, including all eras.
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Appendix C: Modern Profession Set Words

English (Arabic) Word wC Bel\([Tge TSTam WF WC Bef{)ng 00 WF wC Al;/lgr 00 WE wC Al{/gooks WE
programmer_f (4 ) 0 16460 0 0 2075505 0 3 1335027 0 3 2520372 0
programmer_m (i,»‘u) 0 16460 0 1 2075505 0 11 1335027 1.00E-05 12 2520372 0

analyst_f (=) 1 16460 6.00E-05 384 2075505 0.00019 30 1335027 2.00E-05 415 2520372 0.00016
analyst_m ( Ji=) 0 16460 0 1272 2075505 0.00061 126 1335027 9.00E-05 1398 2520372 0.00055
trader_f (yluzs) 0 16460 0 290 2075505 0.00014 173 1335027 0.00013 463 2520372 0.00018
trader_m () ylazs) 0 16460 0 485 2075505 0.00023 193 1335027 0.00014 678 2520372 0.00027
broker_n (,Lus) 0 16460 0 141 2075505 7.00E-05 38 1335027 3.00E-05 179 2520372 7.00E-05

operator_f (ais) 0 16460 0 154 2075505 7.00E-05 7 1335027 6.00E-05 232 2520372 9.00E-05
operator_m (Jae) 0 16460 0 58 2075505 3.00E-05 29 1335027 2.00E-05 87 2520372 3.00E-05
waitress_f ({iniae) 0 16460 0 35 2075505 2.00E-05 22 1335027 2.00E-05 57 2520372 2.00E-05
waiter_m (<amwas) 0 16460 0 152 2075505 7.00E-05 39 1335027 3.00E-05 191 2520372 8.00E-05

chef_f (&lb) 0 16460 0 49 2075505 2.00E-05 5 1335027 0 54 2520372 2.00E-05

chef_m (’Cl,l-) 0 16460 0 473 2075505 0.00023 66 1335027 5.00E-05 539 2520372 0.00021

pilot_f (3,Lb) 0 16460 0 158 2075505 8.00E-05 183 1335027 0.00014 341 2520372 0.00014
pilot_m (,Lb) 0 16460 0 223 2075505 0.00011 85 1335027 6.00E-05 308 2520372 0.00012
captain_n (yla3) 0 16460 0 61 2075505 3.00E-05 32 1335027 2.00E-05 93 2520372 4.00E-05
driver_f (L) 0 16460 0 30 2075505 1.00E-05 8 1335027 1.00E-05 38 2520372 2.00E-05

driver_m (3L 0 16460 0 1396 2075505 0.00067 448 1335027 0.00034 1844 2520372 0.00073

mechanical_m (&K:a) 0 16460 0 27 2075505 1.00E-05 54 1335027 4.00E-05 81 2520372 3.00E-05
painter_n (Hlas) 0 16460 0 184 2075505 9.00E-05 47 1335027 4.00E-05 231 2520372 9.00E-05
electrician_n (\;L_Af) 0 16460 0 6 2075505 0 210 1335027 0.00016 216 2520372 9.00E-05
plumber_n (;\\,_.) 1 16460 6.00E-05 85 2075505 4.00E-05 14 1335027 1.00E-05 100 2520372 4.00E-05
carpenter_n (,l<) 0 16460 0 3277 2075505 0.00158 192 1335027 0.00014 3469 2520372 0.00138

policewoman_f (. 0 16460 0 3061 2075505 0.00147 1460 1335027 0.00109 4521 2520372 0.00179
policeman_m ( b &) 0 16460 0 562 2075505 0.00027 171 1335027 0.00013 733 2520372 0.00029

pl;\ycrj(i,:n\l) 0 16460 0 46 2075505 2.00E-05 15 1335027 1.00E-05 61 2520372 2.00E-05
player_m (csY) 0 16460 0 533 2075505 0.00026 175 1335027 0.00013 708 2520372 0.00028
doctor_f (Lu.b) 0 16460 0 24 2075505 1.00E-05 67 1335027 5.00E-05 91 2520372 4.00E-05
doctor_m (ubo) 0 16460 0 3004 2075505 0.00145 2254 1335027 0.00169 5258 2520372 0.00209
nurse_f (L5 ) 0 16460 0 40 2075505 2.00E-05 74 1335027 6.00E-05 114 2520372 5.00E-05
nurse_m (> <) 0 16460 0 367 2075505 0.00018 90 1335027 7.00E-05 457 2520372 0.00018

inspector_f (4&i2s) 0 16460 0 1 2075505 0 13 1335027 1.00E-05 14 2520372 1.00E-05
inspector_m (_jAiis) 0 16460 0 55 2075505 3.00E-05 262 1335027 0.0002 317 2520372 0.00013
banker_f ({3 as) 0 16460 0 3 2075505 0 30 1335027 2.00E-05 33 2520372 1.00E-05
banker_m (_$_nas) 0 16460 0 26 2075505 1.00E-05 27 1335027 2.00E-05 53 2520372 2.00E-05
producer_f ('uvs:;.-) 0 16460 0 76 2075505 4.00E-05 119 1335027 9.00E-05 195 2520372 8.00E-05
producer_m (CW) 0 16460 0 186 2075505 9.00E-05 118 1335027 9.00E-05 304 2520372 0.00012
barber_f (&) 0 16460 0 20 2075505 1.00E-05 32 1335027 2.00E-05 52 2520372 2.00E-05
barber_m (M=) 0 16460 0 500 2075505 0.00024 94 1335027 7.00E-05 594 2520372 0.00024
lecturer_f (3 xo\2) 0 16460 0 335 2075505 0.00016 1319 1335027 0.00099 1654 2520372 0.00066
lecturer_m (_~o(2) 0 16460 0 1111 2075505 0.00054 196 1335027 0.00015 1307 2520372 0.00052

coach_f (4 xe) 0 16460 0 68 2075505 3.00E-05 49 1335027 4.00E-05 17 2520372
coach_m (o ,4a) 0 16460 0 97 2075505 5.00E-05 95 1335027 7.00E-05 192 2520372

professor_f (3, guuids ) 0 16460 0 0 2075505 0 0 1335027 0 0 2520372 0

professor_m (, gwuids ) 0 16460 0 0 2075505 0 3 1335027 0 3 2520372 0

engineer_f (LuAigs) 0 16460 0 8 2075505 0 9 1335027 1.00E-05 17 2520372 1.00E-05
engineer_m (_pAls) 0 16460 0 120 2075505 6.00E-05 336 1335027 0.00025 456 2520372 0.00018
photographer_f (3, sas) 0 16460 0 3223 2075505 0.00155 758 1335027 0.00057 3981 2520372 0.00158
photographer_m (, sas) 0 16460 0 1322 2075505 0.00064 569 1335027 0.00043 1891 2520372 0.00075
translator_f (17 <) 0 16460 0 178 2075505 9.00E-05 360 1335027 0.00027 538 2520372 0.00021
translator_m (RJ:«) 0 16460 0 3852 2075505 0.00186 793 1335027 0.00059 4645 2520372 0.00184
designer_f (1souas) 1 16460 6.00E-05 38 2075505 2.00E-05 68 1335027 5.00E-05 107 2520372 4.00E-05
designer_m ( ) 0 16460 0 207 2075505 0.0001 114 1335027 9.00E-05 321 2520372 0.00013
journalist_f (£2=) 0 16460 0 14 2075505 1.00E-05 116 1335027 9.00E-05 130 2520372 5.00E-05
Journalist_m (=) 0 16460 0 124 2075505 6.00E-05 316 1335027 0.00024 440 2520372 0.00017
paramedic_n (;’1.-_-4) 0 16460 0 52 2075505 3.00E-05 23 1335027 2.00E-05 75 2520372 3.00E-05

welder_m ((Ll-) 0 16460 0 298 2075505 0.00014 36 1335027 3.00E-05 334 2520372 0.00013
manager_f (3 2 o) 0 16460 0 27 2075505 1.00E-05 65 1335027 5.00E-05 92 2520372 4.00E-05
manager_m (_As) 0 16460 0 912 2075505 0.00044 1944 1335027 0.00146 2856 2520372 0.00113

accountant_f ({\2) 0 16460 0 673 2075505 0.00032 349 1335027 0.00026 1022 2520372 0.00041
accountant_m (%) 0 16460 0 166 2075505 8.00E-05 130 1335027 0.0001 296 2520372 0.00012
technician_f (4.3) 0 16460 0 216 2075505 0.0001 1360 1335027 0.00102 1576 2520372 0.00063
technician_m (_¢3) 0 16460 0 1614 2075505 0.00078 1015 1335027 0.00076 2629 2520372 0.00104
marketer_f t!};a) 0 16460 0 415 2075505 0.0002 673 1335027 0.0005 1088 2520372 0.00043
marketer_m (3 ge) 0 16460 0 706 2075505 0.00034 914 1335027 0.00068 1620 2520372 0.00064
advertiser_f ({das) 0 16460 0 102 2075505 5.00E-05 160 1335027 0.00012 262 2520372 0.0001
advertiser_m (lxe) 0 16460 0 203 2075505 0.0001 81 1335027 6.00E-05 284 2520372 0.00011
nanny_f ) 0 16460 0 35 2075505 2.00E-05 84 1335027 6.00E-05 119 2520372 5.00E-05
babysitter_f (is\>) 0 16460 0 474 2075505 0.00023 66 1335027 5.00E-05 540 2520372 0.00021
employee_f (ial>gs) 0 16460 0 45 2075505 2.00E-05 55 1335027 4.00E-05 100 2520372 4.00E-05
employee_m (<abye) 0 16460 0 97 2075505 5.00E-05 674 1335027 0.0005 771 2520372 0.00031
10 0 16460 0 602 2075505 0.00029 776 1335027 0.00058 1378 2520372 0.00055
observer_m (3! 5) 0 16460 0 247 2075505 0.00012 216 1335027 0.00016 463 2520372 0.00018
astronomer_n (‘§L'-) 0 16460 0 96 2075505 5.00E-05 537 1335027 0.0004 633 2520372 0.00025
lawyer,f(i,«&) 0 16460 0 7 2075505 0 19 1335027 1.00E-05 26 2520372 1.00E-05
lawyer_m (_gl%) 0 16460 0 14 2075505 1.00E-05 49 1335027 4.00E-05 63 2520372 2.00E-05
developer_f (5:,,.1»-) 0 16460 0 2 2075505 0 3 1335027 0 5 2520372 0
developer_m ( ylas) 0 16460 0 5 2075505 0 3 1335027 0 8 2520372 0
evaluator_f (5.,02) 0 16460 0 3 2075505 0 3 1335027 0 6 2520372 0
evaluator_m (%) 0 16460 0 130 2075505 6.00E-05 52 1335027 4.00E-05 182 2520372 7.00E-05

writer_f (589 0 16460 0 165 2075505 8.00E-05 172 1335027 0.00013 337 2520372 0.00013
writer_m (5§ 0 16460 0 22015 2075505 0.01061 5916 1335027 0.00443 27931 2520372 0.01108
boxer_f (&5") 0 16460 0 1 2075505 0 14 1335027 1.00E-05 15 2520372 1.00E-05
boxer_m () 0 16460 0 5 2075505 0 14 1335027 1.00E-05 19 2520372 1.00E-05

commentator_f (&zkas) 2 16460 0.00012 4647 2075505 0.00224 1445 1335027 0.00108 6094 2520372 0.00242

commentator_m (skes) 0 16460 0 5104 2075505 0.00246 976 1335027 0.00073 6080 2520372 0.00241

clown_n <£"“) 0 16460 0 102 2075505 5.00E-05 47 1335027 4.00E-05 149 2520372 6.00E-05

musician_n ()iuge) 0 16460 0 15 2075505 1.00E-05 40 1335027 3.00E-05 55 2520372 2.00E-05

Table C1: Modern profession set words and their word count (WC), vocabulary size (VS), and word frequency (WF)
for Shamela’s books through the four-time periods (before Islam, before 1900, after 1900, and all Shamela).
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Fre-Tamic Fra Tolamic Fra Umayyad Fra v Umayyad & ABbasid Abbasid Fra Andalusia Bra Fatiid Fra Ayyubid Nk Fra Otoman Fra Todern Fra ATras
English (Arabic)Word _WC__ VS WE__WC_ VS __WF__WC_VS __WE__WC_ VS WF__ W s WE__WC VS WE__Wwe_ Vs WE__WC VS WE__we Vs WC VS WE__We Vs F__WC_ Vs
programmer [(Zr) 0 6082 0 0 1388 0 0 1955 0 0 &m0 0 Bn® 0 0 Bhn 0 0 T@ 00 TS0 0 WOEEE 0 0 s 0 0 a0 0 Bk 0
pogammer m(£a0 0 6082 0 0 1238 0 0 1953 0 0 20 0 0 29 0 0 s 0 0 e 0 0 a6 0 0 w98 0 0 1se™s 0 0 447 0 0 7656 0
analyst_f () 0 G022 0 0 s 0 0 193 0 L6220 200605 8 252339 300E0S 0 15103 0 317260 200B05 2 152065 LOOEOS 2 19§78 LOOEOS 0 18eMs 0 14647 017 736576 200605
analyst_m ( gy L6082 200805 0 1238 0 1ON9SH O LOEOS 1 65220 200E05 IS 252339 T00E0S 1 ISIS03 LOGEOS 3 172460 200805 9 1S2065 GOOE0S 12 19548 GOOEOS 6 IS6795 J00E0S 32 462476 T00E0S 84 736576 000011
trader_f (.00 0 G020 0 s 0 0 1B 0 0 20 0 0 29 0 0 s o 0 e 0 0 a2 0 0 wsEs 0 0 1sews 0 0 aeu6 0 0 st 0
wder m(Jule) 0 6082 0 0 1388 0 0 1953 0 0 20 0 Lo 0 0 asiss 0 0 om0 1Is26s LOEOS 0 19878 0 0 1861s 0 0 447 0 2 73656 0
broker_n () 0 G020 0 s 0 0 1B 0 0 20 0 Lo o 1oIsIS03 LOEOS 0 172460 0 0 12065 0 4 1978 200805 0 186795 0 346476 LOOEOS 9 736576 LOOES
opermor f(atg 0 6082 0 0 1238 0 0 1953 0 0 20 0 SS9 200805 0 1s1S03 0 0 e 0 0 1 0 |98 LO0EOS 2 186795 LOOEOS 2 46206 0 10 736576 LOOE0S
operaorm(Jake 0 60082 0 0 128 0 0 19H 0 0 20 0 0 29 0 0 s o 0 om0 1Is2065 LOOEOS 1 198748 LOOES 4 186795 200E05 S 462476 LOOEOS 11 736576 LOOE0S
waitwes {(da) O 6082 0 0 U235 0 0 1953 0 0 20 0 0 29 0 0 s 0 0 e 0 0 s 0 0 w9sEs 0 0 1S 0 0 447 0 0 7656 0
waiter m (im0 6082 0 0 1388 0 0 1953 0 0 20 0 Lo o 1ISIS03 LOEOS 2 17260 LOOEOS 2 152065 LOEOS 4 1948 200E05 4 IS6795 200805 2 462006 0 16 736576 20005
chef_f (i3Lb) 0 G020 0 s 0 0 19 0 0 20 0 0 29 0 0 s 0 0 e 0 0 s 0 0 wsEs 0 0 1sews 0 1w 0 Lot 0
chef_m (#Lb) |02 200605 0 12388 0 0 1953 0 0 20 0 6 2539 200605 0 151503 0 0 om0 0 0 s 0 SOI978 B00E0S 1 186795 LOEOS 0 46476 0 13 736576 200605
piloL_f (5,4) 0 G020 0 s 0 1oNesH L0E0S 0 6520 0 302 LOOEOS 1 ISI03 LOOEOS 0 172460 0 1Is2065 LOOEOS 4 198748 200505 0 186795 0 19 462476 400E0S 29 736576 400E05
piloLm () 0 w02 0 1o S00EOS 0 193 0 26220 00E0S 6 252339 200605 13 ISIS03 G00E0S 8 172460 SOOEOS 5 152065 S00E0S 6 195748 SO0EOS 1 IS6795 LOOEOS 18 462476 AO0E0S 60 736576 BOOE0S
cpain (3 0 602 0 0 1238 0 0 1953 0 0 20 0 0 29 0 0 s o 0 om0 0 0 s 0 0 wsEs 0 0 1sews 0 1w 0 L7660
driver_f (&) 0 G022 0 0 s 0 0 1953 0 0 20 0 0 29 0 0 s o 17260 11265 L00E0S 0 19878 0 0 186795 0 14w 03 766 0
driver_m (L) 460082 T00E0S 0 12388 0 30095 B00E0S 2 620 300E0S %2 000013 14 ISIS03 Q00E0S 12 172460 17152065 000011 41198748 000021 30 186795 000016 103 462476 000022 258 736576  0.00035
mechanical m (96w 0 60082 0 0 128 0 0 19553 0 0 e 0 0 00 s o 0 160 0 0 1265 0 0 okMs 0 0 185 0 0 464 0 0 7576 0
painter_n (5la3) 0 6082 0 0 mss o 0 nesk 0 L6220 20005 3 LOOE-0S 1 15103 1OOE0S 2 172460 LOOE0S 1 152165 LOOE-0S 1 198748 LOE-S 1 186795 LOOE0S 13 462476 300E-05 23 736576 3.00E-05
clectician n(JLg) 0 6002 0 0 1238 0 0 1953 0 0 20 0 0 00 asiss o 0 a0 0 0 s 0 0 M98 0 0 186195 0 4 46476 LOOEOS 4 736576 LOOEOS
plumber_n (J\0) 1 o082 0 s 0 0 om0 |oe20 200805 4 200605 1 ISIS03 LOOEOS 1 172460 LOEOS 1 IS2165 LOOEOS 5 198748 2 U895 LOOEOS 23 46476 SOOE0S 39 736576 SO0E0S
capenter n () 1 60082 0 I 0 10 119533 BOOEOS 3 65220 SO0E0S 16 GOE0S 8 15103 SOOE0S T 172460 1152065 TO0E0S 6 198748 9 186795 SOOE0S 29 462476 6O0E0S 100 736576 000014
policewoman (&b 0 60082 0 0 1238 0 0 0 0 e 0 0 0 0 sz 0 0 160 0 0 1265 0 1ok 4186795 200805 1 46476 0 6 736576 LOOE0S
policeman m (b5 0 60082 0 0 1238 0 0 0 16220 200805 13 SOOE0S 1 15103 LOOE0S 4 172460 200E05 1 152165 1OOE0S 10 198748 0 sems 0 746476 20005 37 736576 S.00E05
player_f (2.2¥) 0 e0082 0 [RE 0 om0 0 65220 0 2 LOOE-0S 1 151503 LOOE-0S 4 172460 200E05 1 152165 LOOE0S 2 19748 LOE-0S 0 186795 O 13462476 300E05 23 736576 300E-05
playerm(cs) 6 60082 00001 0 12388 0 2 19SE 200E05 2 6520 300E0S 21 BOOEOS 8 ISISO3 SO0E0S 11 172460 6O0ES 8 IS6S SO0E0S 12 1987148 GOOE0S 8 ISG95 400E0S 52 462476 000011 130 736576 0.00018
doctor_f (i) 0 G022 0 0 s 0 0 1B 0 0 20 0 I 00 asiss o 0 om0 0 0 s 0 0 wsEs 0 118695 1LO00E0S a6 0 3omeste 0
doctormick) 4 G002 TOEOS 6 12385 000048 19 119533 000016 5 6520 SO0EOS 76 00003 30 15103 00002 26 172460 000DIS 19 12065 000012 41 19748 000021 42 IS6795 000022 213 462476 000046 481 TI6ST6 000065
nurse_f (i3 4) 0 G022 0 0 s 0 0 1953 0 0 e 0 3 LOOEDS 0 15503 0 260 2 Is265 LWEOS 1 19878 II8es LOOEGS S 462476 Lo 13 736576 20005
nurse_m (s,2) 0 6022 0 0 I8 0 0 1953 0 0 20 0 6 200805 1SIS03 LOOE0S 6 172460 7 IS265 SWE0S 3 19878 |85 LOOEGS 4 462476 L0 29 736576 400E05
inpecor f(L20 0 60082 0 0 1238 0 0 1953 0 0 20 0 0 00 asiss o 17260 0 as6s 0 ok 0 asems 0 0 4647 0 2 TS 0
ipecor_m (k) 0 6082 0 0 12388 0 0 1953 0 0 e 0 I 0 0 sz 0 0 160 0 0 1265 0 0 okMs 0 0 1S 0 462476 LOOE0S 5 736576 1.00E-05
banker f(iipa9 0 60082 0 0 128 0 0 19H 0 0 e 0 0 [ 0 0 om0 0 0 1 0 0 9kMs 0 0 185 0 0 4647 0 0 T6576 0
bakerm (a0 0 60082 0 0 1288 0 0 0 0 e 0 1 o0 0 0 1760 0 2 152065 LOOEOS 0 198788 0 IOIS95 LOOE0S 1 46476 05 736576 LOOE0S
producer.f (iaZe) 0 6082 0 0 mss o 0 nesk 0 0 65220 0 0 0 0 0 0 1m0 0 0 1s26s 0 1198788 LOOE0S 0 186795 0 3462476 1LOOE0S 4 736576 1.00E-05
producer m (x2) 2 60082 300E0S 0 1238 0 0 11953 0 0 20 0 i 0 1 LOOEOS 1 172460 LOOEOS 6 152165 400E0S | 198748 LOOES 2 IS6795 LOOEOS 11 46207 200E0S 25 736576 30005
buber ((Ge) 0 G020 0 1 0 0 9B 0 0 20 0 0 0o o 0 0 U@ 0 0 1SN 0 1 IS8 LOEOS 0 1SS 0 0 4647 0 1 7S 0
barber_m (33ke) |02 200605 0 12388 0 1oNsH LE0S 0 6520 0 2 LOOEDS 0 0 2 460 LOOEOS 0 12065 0 0 wsEs 0 1I8eMs LOOEGS S 46476 LOOES 12 736576 200E05
lewrer (58 0 60082 0 0 128 0 1osH L0E0S 0 6520 0 i oo 0 | 7260 LO0EOS 1 IS6S LOOEOS 0 1987148 0 0 18695 0 7 1736576 1LO0E0S
lecwrer m (el 0 6082 0 0 1238 0 1o1sHL0E0S 0 6520 0 i o0 0 0 om0 1Is206s LOOEOS 3 198748 51 186795 LO00E0S 7 14 736576 20005
coneh_f (& ) 0 6022 0 0 s 0 0 1953 0 0 e 0 2 LOOE05 1 LOOEOS 0 17460 0 0 15265 0 119748 LOOEOS 0 186795 0 3 776576 100E05
conch_m (o ,40) 60082 SO0EOS 0 12388 0 1ON9SHLOOE0S 1 65220 200605 6 200805 0 0 I17460 LODE0S 2 152165 LOOE0S 3 198748 186795 20005 24 46736576 6.00E05
professor {(5,5e85,) 0 60082 0 0 12388 0 0 19% 0 0 e 0 0 o0 0 0 160 0 0 1265 0 0 okMs 0 0 185 0 0 0 T6ST6 0
professorm oty ) 0 60082 0 0 12388 0 0 1953 0 0 e 0 0 o0 0 0 160 0 0 1265 0 0 okMs 0 0 1895 0 0 0 766 0
engineer_f(ay 0 60082 0 0 1238 0 0 19H 0 0 e 0 0 0 1 0 160 0 0 12065 0 0 okmMs 0 0 185 0 14w 0 2 766 0
engineer_m (i) 0 60082 0 0 1238 0 0 0 0 e 0 1 0 0 1760 0 11265 LOOE0S 0 198M8 0 2 18695 LOOE0S 17 462476 2 736576 300605
photographer_f(5,5a0) 0 60082 0 0 12388 0 4 300E0S 3 65220 4 200805 1 317460 20005 2 152065 LOOE0S 2 198748 018675 0 1 462476 30 736576 400E05
photographer m (a0 0 60082 0 0 12388 0 21953 200805 1 65220 0 2339 S00E0S 5 3ME0S 8 172460 SOOE0S 3 152065 200E05 11 198748 2186795 000011 61 462476 132 736576 000018
waslaior fGeA) 0 6082 0 0 12388 0 0 11953 0 0 e 0 0 amw 0 0 0 217460 LOE0S 0 0 0 10878 0 sems 0 3 462476 5736576 100E05
s (e A9 0 60082 0 0 238 0 0 0 0 e 0 6 25239 200805 10 TOE0S 6 172460 300E05 3 200605 2 198748 13186795 70005 20 6 736576 800E0S
Qesigner{(as) 1 G002 200805 012388 0 1 LOE0S 0 65220 3 amw 0 0 4 17260 0 0 0 19878 286795 LOOEOS 2 13 736576 200805
designerm (=) 4 GO02 TO0R0S 012 0 s A00E0S 1 65220 18 2 000015 12 172460 n BOOE0S 7 198748 5IS695 IME0S 25 462476 SOOE0S 111 736576 000015
JourmalsUT(E44) 0 6082 0 0 12388 0 0 19K 0 0 20 0 0 2523 0 0 0 12460 0 0 0 198748 0 asees 0 0 a4 0 0 TS 0
JoumalisUm (E£) 0 6002 0 0 12 0 0 195 0 0 20 0 3 2 1 LOEOS 0 12460 0 0 0 o878 118695 L00E0S 14 462476 300E0S 20 736576 300E0S
paramedic n (Ciams) 0 60082 0 0 12388 0 2193 200805 0 65220 0 5 amw 8 SOOE0S 3 17260 200505 4 IME0S 13 198748 12186795 600E0S I 462476 000011 98 736576 000013
welder_m ;3 L6082 200805 0 1238 0 1N9sH LOE0S 0 620 0 s 2 LOEOS 0 17460 0 2 LOOE0S 0 198748 0 11895 LOOE0S 4 462476 LOOE0S 16 736576 20005
manager f(i,00 0 6082 0 0 1288 0 0 0 0 e 0 1 o0 0 0 1m0 0 0 0 4 o8 0 186795 0 4 46476 LOOE0S 9 736576 1OOE0S
managerm ;a0 2 60082 JO0E0S 0 12388 0 0 11953 0 16220 1252339 400E05 5172460 300E05 10 8 19878 14186795 T00E0S I 462476 0.00018 146 736576 0.0002
accountant_f(iel®) 0 6002 0 0 12388 0 1N9SH LOE0S 0 620 0 2 25039 100E0S 2 17460 LOE0S 3 0 okMs 0 0 185 0 146 0 11 73656 1O0E0S
acconnim (o) 1 60082 200805 0 12388 0 1oN9sH L0E0S 0 620 0 0 amw 0 0 0 1760 0 1 LOOEOS 0 198748 0 1osems 9 462476 20005 13 736576 200505
lchnician (35 0 60082 0 0 1238 0 0 195% 0 0 e 0 0 amw 0 1 LOOE0S 0 172460 0 0 0 okms 0 1osems 9 462476 1736576 1L00E05
wchnician_m (%) 4 60082 TOE0S 0 12388 0 21953 200E05 1 65220 200805 19 1 900E0S 10 172460 9 GO0E0S 3219748 000016 43 18695 000023 97 462476 231 736576 0.00031
ke £ 0 G082 0 0 s 0 0 o0 em 0 o o 01 mue 0 0 0 s 0 0 s 05 4 6 7676 LO0ES
maketer m (e 0 60082 0 0 1288 0 3 30E0S 0 65220 0 I 1 LOOE0S 2 172460 0 0 0 19RME 0 2 18695 LOOEOS 14 462476 2 736576 300605
adveriser f(&es) 0 60082 0 0 12388 0 1N9SH L0E0S 0 620 0 3 LOOEOS 1 172460 LOOE0S 1 LOOE0S 2 198748 4186795 200E05 8 462476 200E05 22 736576 30005
adveriser m (e 0 60082 0 0 1238 0 0 19H 0 1620 4 3 20E05 3 172460 200505 7 SO0E0S 3 198748 5 I86795 SO0E0S 20 462476 4O0E0S 46 736576 6.00E-05
nanny_f (& ) 0 6022 0 0 s 0 0 1953 0 0 e 0 0 0 0 0 e 0 0 0 0 okMs 0 0 185 0 0 4647 0 0 T65T6 0
babysitler_f(&5l) 0 60082 0 0 12388 0 1 LOEOS 0 65220 0 1 0 0 117460 LOE0S 0 0 119878 0 asems 0 2 4647 0 6 736576 LOOE0S
employee {(byy 0 6082 0 0 12388 0 0 0 0 e 0 0 0 0 0 e 0 0 0 0 okMs 0 0 185 0 0 4647 0 0 TS 0
employee m(ibyy 0 60082 0 0 12388 0 0 19K 0 0 e 0 0 0 0 0 e 0 0 0 0 okMs 0 0 185 0 8 46476 20005 8 736576 10OE0S
obenver {3l 0 60082 0 0 38 0 21953 200805 1 65220 16 252339 7 SO0E0S 7 172460 3 200605 3 198748 1osems 16 462476 300E0S 56 736576 8.00E-05
observerm (o3l 0 6082 0 0 12388 0 0 19K 0 0 620 17 2523 " TO0E0S 8 172460 4 I00E0S 5 198748 6 186795 S0 462476 000011 101 736576 000014
aswoomern ($5) 0 6002 0 0 1238 0 0 19 0 0 e 0 12w 4 IOE0S 3 172460 4 I0E0S 2 198748 2 18675 21 462476 37 736576 S00E0S
lawyer_f (ial#) 0 6082 0 0 s 0 0 om0 0 65220 0 om0 0 0 0 172460 0 0 1198748 0 186795 0 0 462476 0 2 76T 0
Tawyer_m (o) 0 w022 0 0 138 0 2 200805 0 65220 0 4 229 200805 0 0 11760 1 LOOE0S 2 198748 186795 LOOE0S 5 462476 16 736576 20005
developer f(5,0k) 0 6082 0 0 1238 0 0 1953 0 0 20 0 0 s 0 o 0 0 om0 o 0 0 wsEs 0 0 1sews 0 3 deT6 LOOEOS 3 7esTe 0
doveloper m (s 0 6082 O 0 1238 0 0 1953 0 0 20 0 0 w9 0 o 0 0 om0 o 0 0 wsEs 0 0 1sews 0 0 a4 0 0 st 0
caluor £ 0 60082 0 0 1235 0 0 1953 0 0 20 0 0 29 0 o 0 0 om0 o 0 0 wsEs 0 0 1sews 0 0 a4 0 0 s 0
cvlumor m (x5 1 6082 200805 0 12388 0 0 1953 0 6220 200805 9 252339 400E0S 3 200505 5 172460 300E05 2 LOOEOS 5 198748 7 IS5 AE0S 19 462476 52736576 700E0S
writer_f (i26) 0 G022 0 0 s 0 0 1B 0 0 20 0 Lo 0 0 0 0 om0 o 0 2 1878 0 sews 0 7 6276 10 736576 1L00E0S
writer_m (L8} 460082 T00E0S 0 12388 0 SON9SE A00E0S 1 6520 200805 66 252339 000026 27 000018 33 172460 000019 25 000016 57 198748 31895 000017 20 462476 451 736576 0.00061
boxer_f (5k) 0 G022 0 0 s 0 0 1953 0 0 20 0 0 29 0 o 0 0 om0 o 0 0 19878 0 asems 0 14 0 1766 0
boxer_m (§34) 0 G022 0 0 1m0 0 1953 0 0 e 0 [ ) 0 117460 LOE0S 0 0 0 19878 0 sems 0 0 4647 0 L7660
commentator_f (et 1 60082 0 I3 0 12 1953 0001 3 6220 SO0E0S 20 25239 S00EDS 0 0 217460 LOE0S 2 LOOE0S 3 198748 2186795 LOOE0S 23 462476 68 736576 9.00E-05
commentator_m (3les) 4 60082 TOOE0S 0 1238 0 25 119533 000021 7 65220 00001 29 ooo0nn s IME0S 51760 300E0S 8 SO0E0S 14 198748 8186795 400E0S 38 462476 143 736576 000019
clown_n (z ) 2 60082 300E0S 0 1238 0 0 0 0 e 0 3 LOOE0S 0 0 0 e 0 0 0 0 19KME 0 0 185 0 4 46476 9 76576 100E05
G002 0 0 18 0 0 0 0 e 0 0o 0 0 0 0 0 0 0 0 9kME 0 0 18695 0 1oaeu 0 2 7576

Modern profession set
for APCD’s Arabic poems through the 12 eras starting from the Pre-Islamic era to the Modern era, including all eras.

ords an

d ihéir word count (WC), vocab

16

ry size (VS), and word frequency (Wi:)



Roadblocks in Gender Bias Measurement for Diachronic Corpora

Appendix D: Historical Profession Set Words

English (Arabic) Word __ WC Do PIm i we PR 0 G we A0 e we  APER e
slavor_f (L) 0 16460 0 6 2075505 0 6 1335027 0 2 2520372 0
slavor_m (i) 0 16460 0 118 2075505  6.00E-05 12 1335027 1.00E-05 130 2520372  5.00E-05
sculptor_f (1<) 0 16460 0 31 2075505  1.00E-05 12 1335027 1.00E-05 43 2520372  2.00E-05

sculptor_m (<) 0 16460 0 25 2075505  1.00E-05 32 1335027 2.00E05 57 2520372  2.00E-05
shoemaker_m (_3§..) 0 16460 0 19 2075505  1.00E-05 4 1335027 0 23 2520372 1.00E-05
gardener_n () 0 16460 0 264 2075505 0.00013 51 1335027 400E05 315 2520372 0.00012
merchant_f (3 ) 0 16460 0 9 2075505  400E-05 25 1335027 200E05 117 2520372 5.00E-05
merchant_m (=b) 1 16460  6.00E-05 2264 2075505  0.00109 855 1335027  0.00064 3120 2520372  0.00124
wanslator_n (5L 5) 0 16460 0 1604 2075505 000077 596 1335027 000045 2200 2520372  0.00087
jeweler_m (.5 aly=) 0 16460 0 3 2075505 0 5 1335027 0 8 2520372 0
Tumberjack_f (&a=) 0 16460 0 9 2075505 0 2 1335027 0 1 2520372 0
Jumberjack_m (=) 0 16460 0 155 2075505  7.00E05 83 1335027 6.00E-05 238 2520372  9.00E-05
tanner_m (¢ 3) 0 16460 0 546 2075505 0.00026 70 1335027 5.00E05 616 2520372 0.00024
auctioneer_f (9Y3) 0 16460 0 34420 2075505 001658 7392 1335027 000554 41812 2520372  0.01659
auctioneer_m (J¥) 0 16460 0 700 2075505 0.00034 213 1335027 000016 913 2520372  0.00036
shepherd_f (1) 0 16460 0 687 2075505  0.00033 230 1335027 000017 917 2520372  0.00036
shepherd_m (_s1,) 2 16460 000012 2703 2075505  0.0013 486 1335027 000036 3191 2520372 000127
glazier_m (£ 3) 0 16460 0 1185 2075505 000057 412 1335027 000031 1597 2520372  0.00063
oiler_m (&l 5) 0 16460 0 151 2075505  7.00E05 49 1335027 400E-05 200 2520372  8.00E-05
poet_f (3 L) 0 16460 0 481 2075505 000023 467 1335027 000035 948 2520372  0.00038
poet_m (L) I 16460  GOOE-05 17436 2075505 00084 10164 1335027 000761 27601 2520372 001095
goldsmith_m (£Ls) 0 16460 0 366 2075505 0.00018 122 1335027  9.00B-05 488 2520372 0.00019
moneychanger m () 0 16460 0 198 2075505 0.0001 23 1335027 2.00E-05 221 2520372  9.00E-05
miller_f (&) 0 16460 0 10 2075505 0 2 1335027 0 12 2520372 0
miller_m (¢ylonls) 0 16460 0 126 2075505  6.00E-05 18 1335027 1.00E-05 144 2520372  6.00E-05
porter_m (Jt) 0 16460 0 12 2075505  1.00E-05 2 1335027 0 14 250372 1.00E-05
fortune_teller_f (1 ) 0 16460 0 210 2075505 0.0001 56 1335027 400E-05 266 2520372 0.00011
fortune_teller_m (31 ) 0 16460 0 150 2075505  7.00E-05 82 1335027 6.00E-05 232 2520372  9.00E-05
spice_dealer_f (3 as) 0 16460 0 101 2075505  5.00E-05 8 1335027 1.00E-0S 109 2520372  4.00E-05
spice_dealer_m (,as) 0 16460 0 597 2075505  0.00020 142 1335027 000011 739 2520372  0.00029
peasant_m (730) 0 16460 0 1797 2075505 000087 671 1335027 00005 2468 2520372  0.00098
midwife_f (L) 0 16460 0 1643 2075505 000079 815 1335027 000061 2458 2520372  0.00098
butcher_m (La3) 0 16460 0 219 2075505 0.00011 52 1335027 400E-05 271 2520372 0.00011
muezzin_m ((354) 0 16460 0 4641 2075505 000224 952 1335027 000071 5593 2520372  0.00222
discipliner_f (£5%+) 0 16460 0 46 2075505  2.00E-05 39 1335027 3.00E05 85 2520372  3.00E-05
discipliner_m (5%9) 0 16460 0 1125 2075505 000054 218 1335027 000016 1343 2520372  0.00053
hairdresser_f (atls) 0 16460 0 324 2075505 0.00016 » 1335027 2.00E05 356 2520372 0.00014
usurer_f (i) 0 16460 0 1 2075505 0 1 1335027 0 2 2520372 0
usurer_m (31, 0 16460 0 19 2075505  1.00E-05 10 1335027 1.00E05 29 2520372  L.00E-05
wet_nurse_f (ixs 5) I 16460  GO00E-05 1192 2075505 000057 350 1335027 000026 1543 2520372 0.00061
coppersmith_m (_\<") 2 16460 000012 2968 2075505  0.00143 482 1335027 000036 3452 2520372  0.00137
tattooist_f (1) 0 16460 0 60 2075505  3.00E-05 5 1335027 0 65 2520372 3.00E-05
tattooist_m ( z5ly) 0 16460 0 24 2075505  1.0OE-05 1 1335027 0 25 2520372 1.OOE-05
weaver_f (5l 0 16460 0 5 2075505 0 3 1335027 0 8 2520372 0
weaver_m () 0 16460 0 545 2075505 0.00026 50 1335027 400E-05 595 2520372  0.00024
stableman_m (L) I 16460  600E05 310 2075505 000015 55 1335027 400E05 366 2520372 0.00015
jailer_f (&l2) 0 16460 0 4 2075505 0 1 1335027 0 5 2520372 0
jailer_m (=) 0 16460 0 34 2075505  2.00E-05 14 1335027 1.00E-05 48 2520372  2.00E-05
author_f (i)5e) 0 16460 0 790 2075505  0.00038 931 1335027  0.0007 1721 2520372 0.00068
author_m (<&J5e) I 16460  600E-05 4720 2075505 000227 3597 1335027  0.00269 8318 2520372  0.0033
historian_f (i +) 0 16460 0 235 2075505 0.00011 229 1335027  0.00017 464 2520372 0.00018
historian_im (& ,3+) 0 16460 0 1352 2075505 0.00065 3685 1335027 000276 5037 2520372 0.002
builder_m (:L) 2 16460 000012 52863 2075505  0.02547 14133 1335027 001050 66998 2520372  0.02658
veterinarian_m ( ,\lac;) 0 16460 0 259 2075505 0.00012 43 1335027 3.00E-05 302 2520372 0.00012
upholsterer_f (51:x%e) 0 16460 0 27 2075505  1.00E-05 8 1335027 1.00E05 35 2520372  L.0OE-05
upholsterer_m (A=) 0 16460 0 384 2075505 0.00019 88 1335027 7.00E05 472 2520372 0.00019
chamberlain_m (calo) 0 16460 0 9518 2075505 000459 914 1335027  0.00068 10432 2520372  0.00414
bartender_f (3L.) 0 16460 0 668 2075505 000032 151 1335027  0.00011 819 2520372 0.00032
bartender_m (L) 0 16460 0 1264 2075505 000061 287 1335027 000021 1551 2520372  0.00062

Table D1: Historical profession set words and their word count (WC), vocabulary size (VS), and word frequency (WF)
for Shamela’s books through the four-time periods (before Islam, before 1900, after 1900, and all Shamela).
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Roadblocks in Gender Bias Measurement for Diachronic Corpora

Tre e F Tamie Fr Urayyad B~ bt Unvayyad & ABDasid Ao Fr Al Er Tt Fr Ayyab Nk Era Ottoman Bra Toderm Fra ATEras
English (Arabi) Word_ WC__ VS WE__WC VS WF__WC VS WE__WC VS WF VS WE__WC VS WE__wC_ V. WE_WC VS WE__WC_ v P Wwe Vs WE__wc WE_we Vs wE
Savor_T (L) 0 @ 0 0 W 0 0 TS0 @m0 0 mm® 0 0 BB 0 0 mm@ 0 0 2 0 1 D8E e 0 W% 0 0 s 0 T e 0
stavor_m () 0 602 0 0 38 0 1 1953 LOOEOS 0 6520 0 |29 0 0 ISIS03 0 3 17260 200B05 1 IS6S LOOEOS 0 1988 0 2 18695 LOOEOS 3 46476 LOOEOS 11 736576 LOOE0S
supor f(@€) 0 602 0 0 1238 0 0 1953 0 0 620 0 0 229 0 0 SIS 0 0 7240 0 0 1265 0 0 1% 0 0 1™ 0 0 4247 0 0 7% 0
slporm(el 0 €02 0 0 1238 0 0 193 0 0 e 0 0 2 0 0 SIS 0 0 70 0 0 126 0 0 18 0 0 M5 0 2 4476 0 2 T 0
swemakerm(JK-) 0 €022 0 0 128 0 0 1B 0 0 20 0 0 2% 0 0 SIS 0 0 140 0 0 1265 0 0 %8 0 0 1M 0 0 4247 0 0 7% 0
a0 602 0 0 I 0 0 uss» 0 0 20 0 4 209 20E0S 4 1503 J00E0S 0 1460 0 2 ISNes LOBGS 3 1988 Z00E0S | 1865 LOIEOS 13 G476 SOE0S 21 7SS AOOEdS
merchant_{ (3,20) 0 082 0 0 1238 0 0 193 0 0 620 0 1 1151503 LOOES 1 172460 LOOE0S 0 152165 0 0 19smus 0 0 186795 0 Io46u16 0 4 TI6ST6 1L0OE0S
mehn m(2U) 2 6082 300E0S 0 12388 0 9 153 SO0E0S 2 6220 300E05 27 5 15503 GOOEOS 20 172460 000012 1 IS6S 700E0S 11 19878 GOOE0S 8 IS6195 400E0S S 46476 000011 150 736576 00002
wndaorn(GUe5) 0 €02 0 0 12388 0 0 1953 0 0 20 0 3 415103 00E0S 9 IT460 SOOE0S 6 IS216S A00E0S 14 198748 T00E0S 13 IS679S TO0E0S 40 462476 O00E0S 89 736576 000012
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Table D2: Historical profession set words and their word count (WC), vocabulary size (VS), and word frequency (WF)
for APCD’s Arabic poems through the 12 eras starting from the Pre-Islamic era to the Modern era, including all eras.
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