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The standard moving least squares (MLS) method might have an expensive computational 
cost when the number of test points and the dimension of the approximation space are 
large. To reduce the computational cost, this paper proposes a piece-wise moving least 
squares approximation method (PMLS) for scattered data approximation. We further apply 
the PMLS method to solve time-dependent partial differential equations (PDE) numerically. 
It is proven that the PMLS method is an optimal design with certain localized information. 
Numerical experiments are presented to demonstrate the efficiency and accuracy of the 
PMLS method in comparison with the standard MLS method in terms of accuracy and 
efficiency.

Published by Elsevier B.V. on behalf of IMACS.

1. Introduction

The moving least squares (MLS) [21] is a popular method of approximating a function from a set of its values at some 
scattered data points. It is a flexible meshless method that does not require the construction of a mesh on the domain. It has 
been widely used in curve and surface fitting [7,21,27,32], and many meshless weak-form methods for solving PDEs, such as 
the diffuse element method (DEM) [29], the element-free Galerkin methods (EFG) [5] and the meshless local Petrov–Galerkin 
(MLPG) approach [3], etc.

For each test point, the approximation function of the MLS method is assumed to lie in a finite-dimensional approxima-
tion space with certain basis and its coefficients are calculated through a weighted least-squares problem with the weights 
concentrating at the region around the point. We point out that the weight is depending (moving) on the test point. That 
is, for different test points, we need to solve different least square problems with the size given by the dimension of the 
approximation space. The MLS might have a very expensive computational cost when the number of the test points and the 
dimension of the approximation space are large.

To reduce the computational cost of the standard MLS, many techniques have been introduced in the literature [23]. We 
propose in this paper a piece-wise moving least squares (PMLS) method. The standard MLS considers a “point-wise” weight 
that is different for each test point. We will use a “piece-wise” weight instead in the PMLS method. Specifically, we would 
decompose the domain into some small and disjoint regions and define the weight function for each region rather than for 
each test point. It is in particular useful in reducing the computational cost when there are many test points lying in the 
same region.

Moreover, we will consider the PMLS in the view of optimal recovery. In particular, we shall show that it is an optimal 
design with certain localized information. For the approximation spaces in our numerical experiments, we will focus on two 
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different basis functions: polynomials and radial basis functions (RBF). The use of RBFs in engineering and sciences leads 
to many advantages in terms of simplification in high-dimensional problems [8,10,12]. We will test the performance of the 
proposed PMLS method in scattered data approximation of some benchmark test functions.

We will further apply the PMLS method in numerical solutions of some time-dependent PDEs. There are generally two 
kinds of approaches for solving time-dependent PDEs numerically [30]. One way is to convert the PDE to a system of 
ordinary differential equations (ODE) [1,2]. Many traditional techniques of solving system of ODEs could be employed af-
terwards. The other approach is to apply time discretization and spatial discretization respectively [4,6,16]. Two approaches 
are basically the same except that the first approach transfers a PDE into a system of ODEs by discretization of the spatial 
domain first. This is in contrary to the second approach that usually discretizes the time domain first and then discretizes 
the spatial domain afterwards. A series of PDEs usually needs to be solved in the second approach. We will take the latter 
approach in this paper. When an explicit time stepping method is used, the time dependent PDE becomes a fitting problem 
of the solution to the PDEs at the previous time step and approximation of its derivatives. Specifically, we will use the 
traditional forward Euler formula to discretize the time domain and then apply the PMLS method in spatial discretization 
of each time step.

The rest of this paper is organized as follows. In section 2, we introduce the piece-wise moving least squares (PMLS) 
method for scattered data approximation. We prove that the PMLS method is an optimal design with certain localized 
information in Section 3. We implement in Section 4 the PMLS method in both scattered data approximation and numerical 
solution of time-dependent PDEs. In particular, we compare the accuracy and efficiency of the proposed PMLS method with 
the standard MLS method there.

2. Piece-wise moving least squares

We will introduce the PMLS method for scattered data approximation in this section. To this end, we first review the 
standard MLS method and some notations.

We first give a brief description of the standard MLS as described in [13]. Suppose � ⊆ R
d is the domain of an unknown 

function f and x j ∈ �, 1 ≤ j ≤ N , are some scattered data points in the domain. We are given function values f = ( f (x j) :
1 ≤ j ≤ N) on such data points. Assume the approximation space U is a finite-dimensional space with basis {u1, u2, . . . , um}. 
For any x ∈ � and a weight function w : R →R, we define a weighted �2 inner product for functions g1, g2 on �

〈g1, g2〉wx =
N∑

i=1

g1(xi)g2(xi)w(‖xi − x‖),

where ‖ · ‖ is the Euclidean norm. For a test point y ∈ �, we will try to find the best approximation function T y in the 
approximation space U = span{u1, . . . , um} such that it is “close” to f with respect to the norm ‖ · ‖w y induced by the 
above weighted inner product 〈·, ·〉w y . That is, we define

T y = argming∈U‖g − f ‖w y . (2.1)

We next give a reformulation of T y in the convenience of computation. We also assume that for any y ∈ �, U =
span{u1(· − y), . . . , um(· − y)}. For example, the space of polynomials with degree no more than m would satisfy this 
assumption. We could then write the best approximation function T y in the following form

T y(x) =
m∑

j=1

c j(y)u j(x − y), x ∈ �,

where the coefficients c(y) = (c1(y), c2(y), . . . , cm(y)) are given by

c(y) := argmina∈Rm

N∑
i=1

⎡
⎣ f i −

m∑
j=1

a ju j(xi − y)

⎤
⎦

2

w(‖xi − y‖). (2.2)

We remark that it is a quadratic form and we are able to find the closed form of c(y). Let

G(y) := [〈ui(· − y), u j(· − y)〉w y

]m
i, j=1 ,

and

L y( f ) = [〈 f , u j(· − y)〉w y

]m
j=1 . (2.3)

It follows from a direct calculation (also presented in [11,13]) that

c(y) = [G(y)]−1 L y( f ). (2.4)
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We are assuming that the Gram matrix G(y) is invertible in the above equality. Otherwise, we will use its Moore–Penrose 
pseudo-inverse instead.

For each test point y, we shall use T y(y) to approximate the unknown function value f (y). That is, we approximate the 
unknown function f by f̃ defined by f̃ (y) = T y(y) for y ∈ �.

It is direct to observe that the coefficients c depend on the test point y. For example, when U consists of polynomials, 
T y is a polynomial with coefficients depending on y and the approximation function f̃ could be viewed as a “point-wise” 
polynomial in this sense. We also note that the approximation function f̃ may not be a polynomial. When the dimension 
m of the approximation space is small, it is possible to solve the above linear system analytically. For example, Shepard’s 
method considers m = 1 and u1 = 1. The coefficients c in Shepard’s method [28] are given by

c = 1∑N
j=1 w(‖xi − y‖) L y( f ) =

∑N
j=1 f (xi)w(‖xi − y‖)∑N

j=1 w(‖xi − y‖) .

However, the computational cost of solving the linear system will increase as m becomes large. In particular, when the 
number of test points is also large, the computational cost might be very expensive since we need to solve a different linear 
system for each test point.

To reduce the computational cost, we shall next introduce the PMLS method that considers a piece-wise weight function 
instead. We first partition the domain � into some small subsets � j , 1 ≤ j ≤ n and select a point t j in each subset � j . For 
any y ∈ �, we have y ∈ �k for some 1 ≤ k ≤ n and we shall consider the following best approximation Sk of f in U with 
respect to the norm induced by 〈·,·〉wtk

. More specifically, for any 1 ≤ k ≤ n, we define

Sk(y) =
m∑

j=1

λk, ju j(y − tk), (2.5)

where λk = (λk, j : 1 ≤ j ≤ m) is given by

λk := argmina∈Rm

N∑
i=1

⎡
⎣ f (xi) −

m∑
j=1

a ju j(xi − tk)

⎤
⎦

2

w(‖xi − tk‖). (2.6)

The overall approximation function is defined as

S(y) =
n∑

k=1

Sk(y)χ�k (y), y ∈ �,

where χA denotes the indicator function, that is χA(x) = 1 if x ∈ A and 0 otherwise. Similarly, we have a closed form 
solution of the coefficients λk . It follows from a direct computation that

λk = [G(tk)]−1 Ltk ( f ). (2.7)

We observe from the above formulation that we only need to solve a linear system for each subset �k of the domain �
rather than for each test point y. It will save the computational cost when the number of test points is large.

We shall introduce a localized PMLS method to further reduce the computational cost. In measure the “closeness” to the 
given sampling data, we only consider the sampling points centered around the test point with certain distance. Specifically, 
for a specified threshold q, we define

Sq
k(y) =

m∑
j=1

λ
q
k, ju j(y − tk),

where λq
k = (λ

q
k, j : 1 ≤ j ≤ m) is given by

λ
q
k := argmina∈Rm

∑
‖xi−tk‖≤q

⎡
⎣ f (xi) −

m∑
j=1

a ju j(xi − tk)

⎤
⎦

2

w(‖xi − tk‖).

The approximation function is defined as

Sq(y) =
n∑

k=1

Sq
k(y)χ�k (y), y ∈ �. (2.8)
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3. Optimal design

We will show in this section that the PMLS method is an optimal design with certain localized information. To this end, 
we shall next provide another point of view of the standard MLS method as a minimal norm interpolation problem. We 
point out that we are not necessarily interpolating the function values but the vector L y( f ) defined on (4.8).

We remark that the vector L y( f ) could be viewed as a localized information of the unknown function f . It is a weighted 
inner product with more weight on the function values of the sampling points closer to y . In other words, when approxi-
mating the function value at a given point y, we will use the function values of the sampling points around y and impose 
more weight on the sampling points that are closer to y .

For the MLS approximation function T y , it is direct to observe that L y(T y) = L y( f ). We next show that it is the mini-
norm “interpolation” of L y( f ) with respect to the norm ‖ · ‖w y .

Proposition 3.1. For any y ∈ �, v ∈ U , and any function g on � with L y(g) = L y( f ), there holds

〈T y − g, v〉w y = 0 and ‖T y‖w y ≤ ‖g‖w y .

Proof. Assume g is a function on � and L y(g) = L y( f ). It is direct to see that L y(T y) = L y( f ). It implies that 
L y(T y − g) = 0. That is, 〈T y − g, u j(· − y)〉w y = 0 for all j = 1, . . . , m, which implies that 〈T y − g, v〉 = 0 for any v ∈ U . In 
particular, 〈T y − g, T y〉w y = 0 since T y ∈ U . It follows that 〈T y, T y〉w y = 〈g, T y〉w y . By the Cauchy–Schwarz inequality, we 
have 〈g, T y〉w y ≤ ‖g‖w y ‖T y‖w y , which implies the desired result. �

We then define the localized weighted inner product for any x ∈ � and functions g1, g2 on �

〈g1, g2〉wq
x
=

∑
‖t j−x‖≤q

g1(t j)g2(t j)w(‖t j − x‖),

where q is a constant to be specified later. For any y ∈ �, we define the corresponding localized information

Lq
y( f ) =

[
〈 f , u j(· − y)〉wq

y

]m

j=1
.

We have a similar result for the PMLS method.

Corollary 3.2. For any 1 ≤ k ≤ n, v ∈ U , and any function g on � with Lq
tk

(g) = Lq
tk

( f ), there holds

〈Sq
k − g, v〉wq

tk
= 0 and ‖Sq

k‖wq
tk

≤ ‖g‖wq
tk

.

Proof. It follows in a similar way as the proof of Proposition 3.1. �
We shall show that the PWLS method defined in (2.8) is an optimal design with the given localized sampling information 

Lq
tk

( f ). To this end, we will define the norm of measuring the approximation error. Let τx f := f (· − x), x ∈R
d . Suppose that 

U ⊆ G , where G is a normed linear space of functions on Rd such that for any f ∈ G and x ∈ R
d , we have τx f ∈ G and

‖τx f ‖G = ‖ f ‖G . (3.1)

For example, G = Lp(R) satisfies this assumption for any p ∈ [1, ∞]. Moreover, any translation-invariant space would also 
satisfy this assumption. We next define the best approximation error with respect to the norm ‖ · ‖G . Assume A : Rm → U
is a linear algorithm of approximating the unknown function f from its localized information Lq

tk
( f ). We define its approx-

imation error as

Eq(A) := max
1≤k≤n

Eq,k(A),

where

Eq,k(A) = sup
{∥∥∥[

f − A(Lq
tk

( f ))
]
χ�k

∥∥∥
G

: ‖ f ‖wq
tk

≤ 1
}
. (3.2)

The best approximation error is defined to be the smallest approximation error for all possible linear approximation algo-
rithms.

σq := inf{Eq(A) : A ∈ L(Rm,U)}, (3.3)

where L(Rm, U) denotes the set of operators from Rm to U . We will show that the PMLS approximation Sq defined in (2.8)
is an optimal design by showing that Eq(P ) = σq , where P denotes the mapping from the localized information lq

tk
( f ) to 

the PMLS approximation function Sq . To this end, we introduce the following constant that plays a central role in the proof:

ρq := max ρq,k, (3.4)

1≤k≤n
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where

ρq,k = sup{‖ f χ�k‖G : ‖ f ‖wq
tk

≤ 1, Lq
tk

( f ) = 0}. (3.5)

Theorem 3.1. Suppose q is a positive constant and P is the PWLS operator. It holds that

Eq(P ) = σq = ρq.

Proof. We will prove the desired equalities by showing that Eq(P ) ≥ σq , σq ≥ ρq , and ρq ≥ Eq(Sq).
We first show that Eq(P ) ≥ σq . It follows immediately from the definition of σq in (3.3) and the fact that P ∈ L(Rm, U).
We next show that σq ≥ ρq . By the definition of σq in (3.3), it is equivalent to show Eq(A) ≥ ρq for any A ∈ L(Rm, U). 

Suppose A ∈ L(Rm, U). We will show it by proving Eq,k(A) ≥ ρq,k for any 1 ≤ k ≤ n. Assume g ∈ U satisfies ‖g‖wq
tk

≤ 1 and 

Lq
tk

(g) = 0. It follows from the definition of Eq,k(A) in (3.2) that

Eq,k(A) ≥
∥∥∥[

g − A(Lq
tk

(g))
]
χ�k

∥∥∥
G

= ∥∥[g − A(0)]χ�k

∥∥
G

Note that −g also satisfies ‖ − g‖wq
tk

≤ 1 and Lq
tk

(−g) = 0, which implies

Eq,k(A) ≥ ∥∥[−g − A(0)]χ�k

∥∥
G = ∥∥[g + A(0)]χ�k

∥∥
G

It follows from applying triangle inequality with the above two inequalities that

Eq,k(A) ≥ ∥∥gχ�k

∥∥
G .

Since it holds for arbitrary g satisfying ‖g‖wq
tk

≤ 1 and Lq
tk

(g) = 0, it follows from the definition of ρq,k in (3.5) that

Eq,k(A) ≥ ρq,k.

It remains to prove ρq ≥ Eq(P ). It is enough to show ρq,k ≥ Eq,k(P ) for all 1 ≤ k ≤ n. Assume 1 ≤ k ≤ n is arbitrary but 
given and ‖ f ‖wq

tk
≤ 1. Since P is the PMLS approximation, it follows from Corollary 3.2 that

〈P (Lq
tk

( f )) − f , P (Lq
tk

( f ))〉wq
tk

= 〈Sq
k − f , Sq

k〉wq
tk

= 0,

which implies

‖ f − P (Lq
tk

( f ))‖2
wq

tk

= ‖ f ‖2
wq

tk

− ‖P (Lq
tk

( f ))‖2
wq

tk

≤ ‖ f ‖wq
tk

≤ 1.

Note that Lq
tk

( f ) = Lq
tk

(P (Lq
tk

( f ))). It follows from the definition of ρq,k in (3.5) that

ρq,k ≥ ‖( f − P (Lq
tk

( f )))χ�k ‖2
G .

Since it holds for arbitrary f satisfying ‖ f χ�k ‖wq
tk

≤ 1, we have ρq,k ≥ Eq,k(P ), which finishes the proof. �
4. Numerical experiments

We will test the proposed PMLS method with some numerical experiments in this section. In particularly, we will test 
it in two kinds of problems: scattered data approximation of seven benchmark test functions and numerical solutions of 
time-dependent PDEs and system of PDEs.

4.1. Scattered data approximation

We shall present numerical experiments for some scattered data approximation problems in this subsection. In particular, 
we shall compare the proposed PMLS method with the standard MLS method in terms of accuracy and efficiency.

Example 1. We will consider the following Franke’s six benchmark test functions [15] on the unit square [0, 1] × [0, 1]:

(1) F1(x, y) = 3
4 exp

(
− 1

4

(
(9x − 2)2 + (9y − 2)2

)) + 3
4 exp

(
− 1

49 (9x + 1)2 − 1
10 (9y + 1)2

)
+ 1

2 exp
(
− 1

4 (9x − 7)2 − 1
4 (9y − 3)2

)
− 1

5 exp
(−(9x − 4)2 − (9y − 7)2

)
.

(2) F2(x, y) = 1 (tanh(9y − 9x) + 1).
9
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Fig. 1. Franke’s six benchmark test functions [15].

(3) F3(x, y) = 1.25+cos(5.4y)

6[1+(3x−1)2] .

(4) F4(x, y) = 1
3 exp

[
− 81

16

((
x − 1

2

)2 +
(

y − 1
2

)2
)]

.

(5) F5(x, y) = 1
3 exp

[
− 81

4

((
x − 1

2

)2 +
(

y − 1
2

)2
)]

.

(6) F6(x, y) = 1
9

[
64 − 81

((
x − 1

2

)2 +
(

y − 1
2

)2
)]

− 1
2 .

We also display these functions in Fig. 1.

We will decompose the domain � = [0, 1]2 into n2
s squares {�k : 1 ≤ k ≤ n = n2

s } of the same size with ns ranging from 
11, 21, . . . , 101. The anchor points {tk} are chosen to be the centers of �k correspondingly. Fig. 2 shows an example of the 
evenly distributed sampling points and the anchor points in the square domain.

For both the MLS and PMLS methods, we aim to approximate the function values of the test function f (x) at test points 
xe

j , j = 1, 2, · · · , 1012 that are evenly distributed in the unit square. We will compare both methods in terms of the following 
three measures of accuracy:

εrms = 1√
nt

‖ f (xe) − f̂ (xe)‖2, εr = ‖ f (xe) − f̂ (xe)‖2

‖ f (xe)‖2
, ε∞ = ‖ f (xe) − f̂ (xe)‖∞, (4.1)

where f̂ (xe) are the approximated values at xe , nt is the number of test points need to be evaluated by MLS method and 
PMLS method.

We will use the same RBF weight function w(x) = (1 − x
rw

)2+ for both the MLS and the PMLS, where rw is a constant to 
be specified later.

The efficiency of PMLS method can be illustrated by comparing its asymptotic computational complexity with MLS 
method. We need to calculate c in Eq. (2.4) for nt times using MLS method. For each time, we use k–d tree technique to 
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Fig. 2. Nodes distribution, where blue dots represent the boundary points, red stars represent sampling points, and black circles represent the anchor points.

Table 1
Comparison of MLS and PMLS with polynomials basis, ns = 11, rw = 0.1.

Function εrms εr ε∞ CPU(s)

PMLS MLS PMLS MLS PMLS MLS PMLS MLS

F1 6.61E−5 1.46E−5 1.62E−4 3.59E−5 6.62E−4 1.79E−4 0.17 3.30
F2 9.59E−5 2.34E−5 6.44E−4 1.57E−4 5.77E−4 9.42E−5 0.19 3.24
F3 1.73E−6 2.54E−7 1.18E−5 1.73E−6 1.18E−5 2.67E−6 0.16 3.23
F4 3.95E−7 4.30E−8 2.20E−6 2.39E−7 1.29E−6 5.55E−7 0.15 3.26
F5 7.18E−6 8.74E−7 7.81E−5 9.50E−6 3.74E−5 5.75E−6 0.17 3.25
F6 4.24E−8 1.31E−8 8.20E−9 2.54E−9 4.65E−7 2.60E−7 0.14 3.24

Fig. 3. Errors of the PMLS method for F1 using polynomial basis function with ns ranging from 11,21, . . . ,101.

search the support nodes in the support domain with radius of rw . Suppose the number of support nodes in a support do-
main is nw , the asymptotic computational complexity for calculating coefficient c in (2.4) is O(log N + nwm2) [33,34]. Then 
the computational complexity for all coefficients is O(nt(log N + nwm2)) using MLS method. Whereas, the computational 
complexity for computing all the coefficients λk in (2.7) using PMLS is O(n2

s (log N + nwm2)). Since the other operations 
are almost the same for both methods except decomposing subdomain needed by PMLS, the difference of the running time 
between two methods are mainly due to the computational complexity of the coefficients calculation. Note that n2

s 
 nt . 
Thus, the PMLS method is more efficient than the MLS method.

We first consider the space U to be the polynomials of degree no more than 4. For ns = 11, rw = 0.1 and N = 512

evenly distributed sampling points, we present the comparison of the MLS and the PMLS in terms of the three measures of 
accuracy defined above and the running time in Table 1. Furthermore, for the test function F1, we increase the number of 
anchor points (subdomains) ns from 11 to 21, 31, . . . 101 using the same polynomial basis and display the convergence of 
the approximation errors of the PMLS method in Fig. 3.
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Table 2
Comparison of MLS and PMLS with polyharmonic splines basis, ns = 11, rw = 0.15, and δ = 0.2.

Function εrms εr ε∞ CPU(s)

PMLS MLS PMLS MLS PMLS MLS PMLS MLS

F1 7.44E−5 4.03E−5 1.83E−4 9.92E−5 8.55E−4 4.54E−4 0.67 13.95
F2 4.96E−5 2.41E−5 3.33E−4 1.62E−4 6.23E−4 9.30E−4 0.74 14.20
F3 2.25E−6 1.36E−6 1.53E−5 9.21E−6 1.98E−6 5.77E−5 0.70 13.54
F4 4.46E−7 4.69E−7 2.48E−6 2.61E−6 3.32E−6 3.18E−5 0.76 13.57
F5 8.05E−6 4.71E−6 8.75E−5 5.12E−5 4.84E−5 1.09E−4 0.76 14.37
F6 5.29E−8 5.72E−7 1.02E−8 1.11E−7 6.08E−7 4.32E−5 0.70 13.59

Table 3
Comparison of MLS and PMLS with polyharmonic splines basis, ns = 11, rw = 0.15, and δ = 0.8.

Function εrms εr ε∞ CPU(s)

PMLS MLS PMLS MLS PMLS MLS PMLS MLS

F1 8.11E−5 5.97E−5 2.00E−4 1.47E−4 8.45E−4 8.07E−4 0.72 14.34
F2 9.45E−5 4.75E−5 6.34E−4 3.19E−4 8.99E−4 5.93E−4 0.75 13.71
F3 2.34E−6 1.73E−6 1.59E−5 1.18E−5 1.58E−5 3.29E−5 0.73 13.68
F4 5.49E−7 4.80E−7 3.06E−6 2.67E−6 7.01E−6 1.85E−5 0.73 13.71
F5 9.50E−6 7.74E−6 1.03E−4 8.42E−5 9.98E−5 6.70E−5 0.73 13.94
F6 4.40E−8 2.02E−7 8.51E−9 3.91E−8 7.07E−7 1.90E−5 0.67 13.95

We next consider the polyharmonic splines [10,26,36] of degree no more than 4. That is, U is spanned by the following 
basis with nr = 9 and α = 4:

r2α
1 ln(r1), r2α

2 ln(r2), · · · , r2α
nr

ln(rnr ),1, x, y, x2, xy, y2, · · · , xα, xα−1 y, · · · , yα,

where ri = ‖x − xtk
i ‖, and xtk

i , i = 1, 2, · · · , nr are the nearest nr sampling points of the anchor point tk in the subset �k
that the point x belongs to.

To verify the stability of PMLS, the sampling data points {x j = (x̃ j, ỹ j) : 1 ≤ j ≤ N} are chosen to be N = 512 randomly 
distributed points in the following way:

x̃ j = x j + xrand
j Dxδ, ỹ j = y j + yrand

j D yδ, (4.2)

where (x j, y j), i = 1, 2, · · · , 512 are the evenly distributed points in the unit square [0, 1]2, Dx = D y = 1/50 are the distance 
between two adjacent points in x and y directions, xrand

i and yrand
i are random numbers in [0, 1], and δ is a constant that 

represents the degree of randomness. We will present the numerical experiments for a few different δ’s later.
We set ns = 11, rw = 0.15, and δ = 0.2. The numerical comparison of the MLS and the PMLS method is presented in 

Table 2. For the same polyharmonic splines basis, we next increase the degree of randomness δ = 0.8 and show the numeric 
results in Table 3.

From Tables 1, 2 and 3, we observe that the PMLS method has a much less computational time while maintaining a 
similar level of accuracy in all of such cases. To illustrate, we compare the CPU times of MLS and PMLS with polyharmonic 
splines basis in Tables 2 and 3. The CPU time for calculating coefficients c in (2.4) is around 13.30 seconds which accounts 
for most of the running time listed in the Tables 2 and 3, and for λk in (2.7) is about 0.16 seconds. The ratio of CUP time 
of MLS and PMLS for calculating the coefficients, which is 83, is nearly equal to the ratio of their asymptotic computational 
complexity, which is nt/n2

s ≈ 84.
We also observe from Fig. 3 that the approximation error of the PMLS method will converge as the number of anchor 

points increases. Fig. 4 shows the εrms ratio of PMLS method and MLS method related to the ratio of the number of anchor 
points and test points. We can clearly see from this figure that the error of PMLS method converges to that of the MLS 
method as the number of anchor points approaches to the number of test points.

In many practical applications, the mesh plays a important role in determining the solution and many solvers loose 
their accuracy if the mesh is poorly constructed. An advantage of the least squares method is that it does not require grids 
to approximate the function. There are a number of important factors that effect the performance of PMLS, including the 
number of the scattered data, size of the support domain, the degree of the polynomial basis, choice of replacing polynomial 
basis by radial basis functions (RBFs) and such [14,19,22]. In this section, we introduced PMLS for solving fitting problems 
in terms of accuracy and efficiency.

4.2. Solving time-dependent PDEs using piecewise MLS

In this section, we will further validate the proposed PMLS method on parabolic PDEs or system of parabolic PDEs. To 
solve the heat conduction problem
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Fig. 4. The error ratio of PMLS method and MLS method for F1 versus the ratio of the number of anchor points and test points using polynomial basis 
function with ns ranging from 11, 21, . . . , 101.

∂ f

∂t
(x, t) = ∇2 f (x, t), x ∈ �, t > 0, (4.3)

with initial condition

f (x,0) = f 0(x), x ∈ � ∪ ∂� (4.4)

and boundary condition

B f (x, t) = g(x, t), x ∈ ∂�, t > 0,

where B is a boundary operator.
MLS and PMLS are essentially methods for data fitting. In meshless methods based on MLS approximation for solving 

PDEs [3,5], MLS method is used to construct shape functions. For the meshless weak-form methods for solving PDEs, im-
posing the essential boundary conditions is a kind of tough problem. Some techniques are proposed for imposition of the 
essential boundary conditions [5,17,18,25,39]. For some strong-form meshless methods based on radial basis functions [9,
38], the essential boundary conditions are easy to be enforced. If the shape functions are constructed by MLS method, which 
do not have the Kronecker delta function property, we can use discretization method to enforce the essential boundary con-
ditions while assembling global matrices [24]. In this paper, we use strong-form method combined with forward difference 
scheme for approximating ∂ f /∂t , which is more straightforward, so that we can evaluate and compare the PMLS and the 
MLS methods for solving time-dependent PDEs more directly. Using forward difference to approximate ∂ f /∂t at every time 
step th , h = 1, 2, · · · , we have:

f h − f h−1


t
= ∇2 f h−1, h = 1,2, · · ·

where 
t is the size of the time step and f h = f (x, th). Thus,

f h = f h−1 + 
t∇2 f h−1, h = 1,2, · · · (4.5)

The idea of solving this heat conduction problem using PMLS is to approximate ∇2 f h−1 by

∇2 f h−1 = ∇2uT (x − tk)λ
q,h−1
k , x ∈ �k,k = 1,2, · · · ,n2

s , (4.6)

where u = (u j : 1 ≤ j ≤ m) and

λ
q,h−1
k := argmina∈Rm

∑
‖xi−tk‖≤q

⎡
⎣ f h−1(xi) −

m∑
j=1

a ju j(xi − tk)

⎤
⎦

2

w(‖xi − tk‖). (4.7)

Since it follows from a direct computation that

λ
q,h−1 = [G(tk)]−1 Lq

( f h−1),
k tk
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Table 4
Errors of numerical methods at different time in Example 2 using polynomial basis function, where 
t = 0.0001, N = 1681, ni = 1521, ns = 20, α = 5, 
rw = 0.15.

t εrms εr ε∞ CPU(s)

PMLS MLS PMLS MLS PMLS MLS PMLS MLS

10−3 5.54E−3 5.52E−3 6.01E−3 5.99E−3 3.33E−2 2.26E−2 163.70 603.81
10−2 1.52E−3 1.29E−3 2.18E−3 1.85E−3 1.34E−2 2.65E−3 166.43 606.47
10−1 9.21E−4 2.30E−4 7.97E−3 2.00E−3 4.59E−3 4.47E−4 170.11 635.97

Table 5
Errors of numerical methods at different time in Example 2 using polyharmonic splines basis function, where 
t = 0.0001, N = 2601, ni = 2401, ns = 10, 
nr = 9, α = 4, rw = 0.1.

t εrms εr ε∞ CPU(s)

PMLS MLS PMLS MLS PMLS MLS PMLS MLS

10−3 6.50E−3 4.84E−3 7.09E−3 5.27E−3 5.38E−2 2.41E−2 36.04 628.10
10−2 1.38E−3 9.74E−4 1.99E−3 1.40E−3 8.45E−3 2.26E−3 40.89 635.65
10−1 1.97E−4 2.23E−4 1.71E−3 1.94E−3 5.03E−4 4.78E−4 48.31 640.21

where

Lq
tk

( f h−1) =
[
〈 f h−1(xi), u j(· − tk)〉wq

tk

]m

j=1
, ‖xi − tk‖ ≤ q, (4.8)

equation (4.6) can be written as

∇2 f h−1 = ∇2�T (x − tk) f h−1(xi), x ∈ �k,k = 1,2, · · · ,n2
s , ‖xi − tk‖ ≤ q,

where ∇2�T (x − tk) are the Laplace shape functions. Since f 0(xi), i = 1, 2, · · · , N are known, we can solve the problem 
iteratively. Here, we just need to compute the Laplace shape functions ∇2�T (x − tk) once, and store them for being used in 
each time step for calculating f h in Eq. (4.5), which is efficient [20]. If we use backward difference scheme to approximate 
∂ f /∂t , the Eq. (4.5) will become a modified Helmholtz equation. We need to assemble and solve the global matrix to get 
the f h . By using above methods, even though smaller time interval is requested, we do not need to assemble and solve the 
global system. Furthermore, the Dirichlet boundary conditions can be naturally used in the iterations for solving the values 
at interior points.

Example 2. In this example, we consider the following heat conduction problem in the bounded domain � ∪ ∂� =
[−0.5, 0.5]2.

∂ f

∂t
(x, y, t) = ∇2 f (x, y, t), (x, y) ∈ �, t > 0, (4.9)

with initial condition f (x, y, 0) = 1, for (x, y) ∈ � ∪ ∂� and Dirichlet boundary condition f (x, y, t) = 0, for (x, y) ∈ ∂�, 
t > 0. The analytical solution is given by

f (x, y, t) = 16

π2
f s(x, t) f s(y, t)

where

f s(η, t) =
∞∑

i=0

(−1)i exp[−(2i + 1)2π2t] cos[(2i + 1)πη]
(2i + 1)

,

with η = x or y.

The process for solving this kind of heat conduction equations using PMLS has been given in Eq. (4.3)–(4.7). Table 4
shows the errors of numerical results when t = 10−3, 10−2 and 10−1 by using PMLS and MLS. Polynomial of degree α = 5
is the basis function. ni is the number of interior points. The computational complexity of MLS method and PMLS method 
for calculating Laplace shape functions are O(ni(log N + nwm2)) and O(n2

s (log N + nwm2)). Their CUP time are 602 seconds 
and 106 seconds respectively, which account for majority of the total running time in Table 4. We can see the ratio of 
CUP time 602/106 ≈ 3.7 for Laplace shape functions computation is consistent with the ratio of asymptotic computational 
complexity, which is ni/n2

s ≈ 3.8. The accuracy of the two methods are in the same order of magnitudes.
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Fig. 5. The numerical solutions of heat conduction problem in Example 2 using PMLS with polyharmonic splines basis function.

Fig. 6. The error ratio of PMLS method and MLS method versus the ratio of the number of anchor points and interior points based on polynomial basis 
with ns = 10, 20, 30, 39 (left) and polyharmonic splines basis with ns = 10, 20, 30, 40, 49 (right).

Next, we replace the polynomial basis function by polyharmonic splines. We increase the number of sampling points 
from 1681 to 2601, decrease ns from 20 to 10 and rw from 0.15 to 0.1. As shown in Table 5, although the CPU time of PMLS 
is much less than MLS, former method is almost as accuracy as the latter one. Fig. 5 shows the profile of the numerical 
solutions. Therefore, for solving this kind of time-dependent PDEs iteratively, which is time consuming, the efficient and 
effective PMLS is a better choice than traditional MLS. The convergence of the PMLS method based on polynomial and 
polyharmonic splines basis functions for solving this heat conduction problem is show in Fig. 6.

The accuracy from PMLS is even better than the results with smaller time interval reported in [37]. The computational 
costs of PMLS for Laplace shape functions is usually more expensive compared to that of the explicit method in [37], which 
is O(ni(logN + m3)), due to the number of basis m we chose in PMLS is usually higher than m = 5 basis in [37] and 
nw >> 5.

Example 3. We next consider a nonlinear system of reaction-diffusion equations: the Brusselator system in two dimensional 
space � = [0, 1]2:

νt = β(νxx + νyy) + b2 − (b1 + 1)ν + ν2ω (4.10)

ωt = β(ωxx + ωyy) + b1ν − ν2ω (4.11)

where ν(x, y, t) and w(x, y, t) represent concentrations of two chemicals at time t and position (x, y). The diffusion coeffi-
cient is β = 0.002. b1 = 0.5, b2 = 1. The initial conditions are given by

ν(x, y,0) = 1

2
x2 − 1

3
x3, (4.12)

ω(x, y,0) = 1
y2 − 1

y3, (4.13)

2 3
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Fig. 7. The initial concentration of ν and ω.

Fig. 8. The solutions of ν and ω using MLS (on the top) and PMLS (on the bottom) respectively at t = 10.

and the boundary conditions are zero flux Neumann’s boundary conditions shown below

∂ν

∂n
(x, y, t) = 0, (4.14)

∂ω

∂n
(x, y, t) = 0, (4.15)

where (x, y) ∈ ∂�, t > 0. As we know, for small β , if 1 − b1 + b2
2 > 0, the solution of Brusselator system converges to the 

equilibrium point (b2, b1/b2) [31,35].

The initial conditions are shown in Fig. 7. The approximation of the ν and ω at t = 10 using MLS and PMLS with 
polynomial basis of order 4 are shown in Fig. 8. 1681 randomly distributed nodes are used with δ = 0.8, rw = 0.15. ns = 10
anchor points are arranged in each axis direction. From Fig. 8, we can see that no matter which method we use, the solution 
at t = 10 at every node is very close to the equilibrium solution. The solutions at (0.5, 0.5) as a function of time are shown 
in Fig. 9. From Fig. 10, we can see the results ν and ω of PMLS method converge to those of MLS method as n2

s approaches 
to N , and PMLS method has very similar accuracy with MLS method regardless the number of anchor points n2

s .
Furthermore, the PMLS is more efficient than the MLS. It takes 94 seconds for a simulation to t = 10 with time step size 

0.01 using PMLS. The computational time using MLS is 516 seconds.
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Fig. 9. The solution of ν and ω at point (0.5,0.5) versus t using MLS (on the top) and PMLS (on the bottom) respectively.

Fig. 10. The error ratio of PMLS method and MLS method versus the ratio of the number of anchor points and test points with ns = 10,20,30,41.

5. Conclusion

We propose a piece-wise MLS method in this paper to reduce the computational cost of the standard MLS method. 
We prove the proposed PMLS method is an optimal design with certain localized information. We further implement it in 
some scattered data approximation problems and some time-dependent PDEs. Numerical comparisons with the standard 
MLS method show that the proposed PMLS method is more efficient while maintaining a similar level of accuracy.
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